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Abstract

We use administrative records on the population of individuals who applied for or were granted
a patent between 1996 and 2014 to characterize the lives of more than 1.2 million inventors in
the United States. We show that children of low-income parents are much less likely to become
inventors than their higher-income counterparts (as are minorities and women). Decompositions
using third grade and older test scores indicate that this income-innovation gap can largely
be accounted for by differences in human capital acquisition while children are growing up.
We establish the importance of “innovation exposure effects” during childhood by showing
that growing up in an area with a high innovation rate in a particular technology class is
associated with a much higher probability of becoming an inventor specifically in that technology
class. Similarly, exposure to innovation from parents or their colleagues in specific fields is
also associated with greater future innovation by children in those same technological fields.
Inventors’ incomes are very skewed and uncertain at the start of their career. While our analysis
does not directly identify the causal mechanisms that drive innovation, our descriptive findings
shed light on which types of policy tools are likely to be most effective in sparking innovation.
We extend rational sorting models of talent allocation to allow for imperfect information which
generates predictions that are consistent with our data. Calibrations of this model suggest that
“extensive margin” policies drawing more talented children from low-income families into the
R&D sector have great potential to improve aggregate innovation rates.

∗The opinions expressed in this paper are those of the authors alone and do not necessarily reflect the views of
the Internal Revenue Service or the U.S. Department of the Treasury. We would like to particularly thank Philippe
Aghion, with whom we started thinking about these issues in 2013, for inspiration and many insightful comments.
We would like to also thank Daron Acemoglu, Ufuk Akcigit, Olivier Blanchard, Danny Kahnemann, Henrik Kleven,
Richard Layard, Josh Lerner, Jim Poterba, Scott Stern, Otto Toivanen and participants in seminars in AEA, Brussels,
Harvard, IFS/UCL, LSE, Manchester, Mannheim EEA, MIT, NBER Innovation and Labor groups and the OTA for
helpful comments and discussions. Trevor Bakker, Augustin Bergeron, Jamie Fogel, Nikolaus Hidenbrand, and
Benjamin Scuderi provided outstanding research assistance. This research was funded by the National Science
Foundation, the Lab for Economic Applications and Policy at Harvard, the Economic and Social Research Council
at CEP and the Kauffman Foundation.



I Introduction

Innovation is at the center of growth theory and advanced economies use a broad range of policies

intended to spur innovation, ranging from subsidies for research and development (R&D) to invest-

ments in technical education. However, relatively little is known about the characteristics and life

trajectories of inventors. Indeed, information on even the most basic demographic characteristics -

such as the age distribution and income composition of patent holders - is scarce because existing

databases do not record such information.

In this paper, we present the first comprehensive portrait of inventors in the United States by

linking data on all patents granted between 1996 and 2014 to federal income tax returns. Our

linked dataset contains information on over 1.2 million patent applicants or holders. We use this

linked data to document a set of stylized facts about the lives of “inventors”1 that inform current

theoretical debates and identify new patterns to be explained by the next generation of models

of innovation and growth. We structure our analysis around the chronology of an inventor’s life,

starting with her family background and neighborhood at birth, then turning to her education and

finally to her labor market career.

While our focus is primarily on descriptive facts rather than identification of causal mechanisms,

the facts we document help discriminate between alternative theories in the literature and shed

light on the types of policies that are likely to be most effective in sparking innovation. Most

economic research on innovation policies focuses on what could be termed the “intensive margin”

of innovation , namely getting more innovation out of the existing stock of inventors. For example,

the US Research and Experimentation Tax credit reduces research costs relative to other forms

of investment. Similarly, a leading argument for low top income tax rates is that they increase

incentives for innovation and therefore boost growth (e.g. Mankiw (2013)). One potential problem

with such policies is that they rely on those with the current potential to innovate to do more of it.2

In light of these limitations, Romer (2000) recommends studying policies that focus on increasing

the “extensive margin” of innovation - increasing the underlying supply of inventors. Our analysis

of the lives of inventors yields a better understanding of what makes and constrains a potential

innovator, which is an essential ingredient for developing such policies.

1Patents have well-known pros and cons as indicators of invention. Not all innovations are patented and not all
patents correspond to meaningful innovations. But we use the rich information on the patent documents to deal with
these drawbacks, for example, using future citations received by a patent as a proxy for its quality.

2In fact, there is a risk that with an inelastic supply of innovators, subsidies to research will simply increase the
equilibrium wage of R&D scientists, rather than stimulate a greater volume of innovation (e.g. Goolsbee 1998).
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We begin by studying the birth and origin of potential inventors. The children of high-income

parents are much more likely to be inventors: children born to parents in the top 1% of the income

distribution are more than ten times as likely to become an inventor as children born to families

with below-median income. Part of the relationship between parent income and children’s patent

rates could stem from children of the rich being born with higher ability than those of the poor

and therefore being naturally more likely to make technological breakthroughs. Alternatively, part

of the inventor-income relationship could be that even when children begin with identical traits,

having low-income parents may hold children back from becoming innovators because of a lower

quality education, neighborhoods, mentors, or jobs opportunities. If such barriers are important,

this is very policy-relevant. It would mean a lack of opportunity for those who would have had

a comparative advantage in innovation but for their financial position. It would mean a loss of

innovation and output due to a misallocation of talent. How many “lost Einsteins” could there be

due to inequality of opportunity (e.g. Celik (2014))?

We shed light on these alternative mechanisms by using data from all individuals who went

through the New York City (NYC) public school system between 1989 and 2009, from which we

have standardized data on test score results in grades 3 through 8. We show that only around 30%

of the invention gap between rich and poor can be accounted for by third grade math test scores.

We conduct a similar analysis to study the gap in innovation by gender and by race. Unlike the

gap in innovation by parents’ socio-economic status, only 3% of the gender gap in innovation can

be explained by differences in math test scores. Comparing Blacks and Hispanics to Whites, we

also find a large invention gap - only a small fraction of it is due to initial ability, similar to the

gender gap. A much more substantial fraction is due to income differences.

Existing talent misallocation models such as Hsieh et al. (2013) are based on Roy models of

occupational choice according to comparative advantage but with frictions that create additional

costs to all those from disadvantaged groups. These “rational sorting” models imply that individuals

from disadvantaged groups who do become inventors should have higher levels of human capital

than their more advantaged counterparts. In fact, our data shows the opposite - inventors from

disadvantaged groups do not appear more talented. The quality of their patents (as measured by

citations) and their initial test scores are similar or worse than other inventors.

What alternative model could account for these findings? We emphasize two related phenomena

at play as a child grows up prior to choosing a career. First, using the NYC data on test scores

from grades 3 to 8 we show that a substantial difference in educational outcomes between rich
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and poor families opens up as children progress through school. Using a wider sample we show

that by the time we know the identity of the college attended, there is relatively little difference in

whether a rich or poor child becomes an innovator. Second, we show that “exposure” to innovation

in childhood has a strong association with the chances of growing up to be an inventor. Our

measures of exposure include (i) whether the parent was an inventor; (ii) how innovative was the

industry where a child’s parents worked and (iii) neighborhood characteristics such as innovation

in the childhood Commuting Zone (CZ). Being exposed to innovation when a child is growing up

is strongly associated with later becoming an inventor. On all of these measures we show that it

is not only the amount of innovation, but exposure to type of innovation that matters by using

detailed technology class information. It is not simply that children who grow up in the Bay Area

are more likely to be inventors (even when they live elsewhere) - they are more likely to specialize

in the technologies that are relatively successful in the Bay Area (like computer software relative

to medical devices). This evidence suggests that mentoring effects or exposure to careers in science

and innovation at young ages may play a key role in children’s later outcomes. Since children from

low-income backgrounds are less likely to benefit from such exposure, this evidence reinforces the

view that the innovation gap between the rich and the poor is driven by differences in environment

and human capital accumulation, not intrinsic traits.

In the last part of the descriptive life-cycle analysis we look at the labor market and show

that the returns to innovation appear highly skewed and uncertain, especially at the time of career

choice. Returns often come later in life and are earned not just after the patent event, but during

a broader period of several years leading up to patenting.

Motivated by these findings, we present a simple inventor lifecycle model that has barriers to

human capital acquisition as rational sorting models of misallocation, but extends such models to

allow for imperfect information over inventor careers. In particular, we argue that many individuals

from disadvantaged groups may under-estimate the net benefits of an inventor career if they are

not exposed to innovation during childhood. The model’s predictions broadly match the findings of

our dataset in a way that existing models cannot. Simple calculations suggest that the returns of

supply-side policies that would realistically reduce the innovation rate gap between privileged and

disadvantaged groups would be extremely large, with the potential of increasing the population of

inventors by over 30%. We also present a quantitative analysis of the effect of changing the top

marginal tax rates on inventors’ incomes.3 We show that the effect of top tax rates on the key

3Note that we only consider increasing top tax rates on inventors, while holding the tax schedule fixed for other
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individuals in the innovation process - the inventors themselves - is likely to be small due to the

skewness and randomness of the payoffs. Our contribution is to calibrate this response using the

skewness of the empirical earnings distribution of inventors. We show that even large cuts in top

income tax rates on inventors will only induce a small change in the population of inventors.

We emphasize from a positive perspective that “extensive margin” innovation policies drawing

talented individuals into the innovation sector may be very effective at increasing innovation, given

that many talented low-income individuals currently do not make the choice of becoming inventors,

in part due to the lack of exposure to this occupation as they grow up. The question of the

optimal allocation of talent across sectors extends beyond the scope of this paper. Although we

discuss how our results relate to common mechanisms in the “misallocation” literature, we do not

draw normative conclusions about the observed distribution of talent across sectors (in particular,

whether or not it is optimal to find so few talented low-income individuals among inventors). Rather,

our results show from a positive perspective that exposure to innovation is an important driver of

occupational choice or, in other words, that it has an important “allocation” effect. We view this

finding as an important lesson for innovation policy, which is currently overwhelmingly focused on

“intensive margin” incentives targeting individuals who are already part of the innovation sector.

Naturally, exposure effects may be a key driver of occupational choice in other contexts as well (for

example for doctors, lawyers, financiers, etc.). In this paper, we focus on the decision of becoming an

inventor for two reasons. First, inventors play a key role for growth and determining which policies

have the potential to allocate more individuals to this occupation is therefore potentially very

important for social welfare. Second, studying inventors has various methodological advantages:

we can precisely characterize exposure effects by exploiting variation across detailed technology

classes, and the discrete nature of patent applications allows us to conduct events studies to measure

inventors’ financial returns to innovation.

Our findings contribute to several vast literatures. The theoretical literature on the individual

incentives to innovate are summarized by Scotchmer (2004). For example, there is extensive work

on how different types of employment contracts will alter innovation incentives (e.g. Pakes and

Nitzan (1983); Franco and Mitchell (2008)). Second, there is a growing literature on how misal-

location can be a first order constraint on economic performance (e.g. Hsieh and Klenow (2009)).

agents in the economy. Our evidence does not shed light on broader effects of changes in tax rates on innovation
dynamics. Indeed, beyond inventors, many other agents are involved in the innovation process, for instance firms
and financiers, for whom the returns to innovation may not be analogous to a random draw (e.g. because they hold
large and diversified portfolios of innovations). Moreover, our analysis doesn’t take general equilibrium effects into
account.
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Specifically, Hsieh et al. (2013) argue that 15-20% of US GDP per worker growth 1960-2008 can be

explained by the improved allocation of talent by race and gender. We find evidence that innova-

tion (and growth) are held back because highly talented children from low income families are not

becoming innovators as quickly as their richer, but less talented, peers. Although the link between

inter-generational inequality and misallocation has been frequently discussed, it has not to our

knowledge ever been examined in a systematic statistical manner. We bridge the gap between the

endogenous growth literature (Aghion and Howitt (1992)) and the reallocation literature (Hsieh et

al. (2013)) by showing that allocation of talent affects the rate of innovation and therefore long-run

growth. In contrast, the existing reallocation literature has focused on higher productivity levels

as misallocation is reduced. Third, there is a literature on academic scientists (e.g. Azoulay et al.

(2010a), Azoulay et al. (2010b)) where biographies can be more easily built up. There is related

work looking at sub-sets of patentors, especially star scientists in bio- and nano-technology (e.g.

Zucker et al. (1998)). In parallel work using the same patent- tax data merge, Jaravel et al. (2015)

show that teamwork is critical in the typical inventor’s career, with large spillover effects from peers

across the skill distribution.

Finally, there is a literature on looking at the characteristics of patentors (see Jung and Ejermo

(2014) for a survey). The classic study is Schmookler (1957) who examined 87 US patentors and

the most comprehensive recent work is the PatVal-EU data (e.g. Giuri et al. (2007)) which covers

9,107 inventors filing at the European Patent Office. An issue with these studies is that sample re-

sponses are low and possibly non-random. In response to this issue researchers have recently started

matching patent data to near population employer-employee administrative datasets.Toivanen and

Vaananen (2012) match administrative wage data to 1,800 Finnish inventors at the US Patent Office

(as do Depalo and Di Addario (2015) on matched Italian administrative data). Using this Finnish

data combined with a distance to college instrument, Toivanen and Vaananen (2015) argue that

access to schools offering post-graduate engineering training have a causal impact on becoming an

inventor. Jung and Ejermo (2014) use Swedish patents to examine the issue of gender and age dif-

ferences for just under 20,000 inventors and Dorner et al. (2014) match the IEB employer-employee

data (see Card et al., 2013) to a cross section of German patents in 2002. The advantage of our

data over these complementary papers is that (i) it is far larger than these other studies being at

least one order of magnitude larger; (ii) we focus on the US as the country that is at the technology

frontier in most industries and (iii) the US also has a relatively competitive labor market and so is

less likely to depend on institutional idiosyncrasies. Finally, in terms of substantive questions, none
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of these earlier papers has systematically investigated the relationship between parental income

and children’s subsequent innovation. To our knowledge the only other paper to do this is the

excellent (and complementary) paper by Aghion et al. (2015b) which looks at a similar set of issues

extending the rich Finnish data (which also has IQ data on the male population).

The structure of the paper is as follows. The next section describes the data, Section III presents

initial characteristics in early childhood; Section IV looks at schooling and exposure during later

childhood and section V examines inventors in the labor market. Section VI discusses the model,

its relationship to our stylized facts and its policy implications. Section VII concludes.

II Data

More details on the data are in Appendix A, but we sketch the main features in this section.

II.A Patent Data

We combine two sources of raw patent data. First, we use the several thousand weekly text and

XML files of patent grant records hosted by Google. The files on this page contain the full text of

about 5 million patents granted from 1976 to today, extracted from the USPTO’s internal databases

in weekly increments. We focus on the 1.7m patents that were granted between 1996 and 2014 to

US residents. Second, we use data on 1.6m patent applications between 2001 and 2012 (Strumsky,

2014).4We use the names of all individuals denoted as inventors in the patent documents, not just

those who are also assigned the intellectual property rights (i.e. the “self-assigned” holders of the

patent rights). For example, if an individual is working for a firm, it is usually the company who

will be the assignee rather than the employee who will still be named as the inventor. We define

an individual as an inventor if he or she is named as such on the patent application or grant, have

a US address and applied for the patent in the 1996-2012 period (to match the IRS data).5

II.B IRS Data

From Treasury administrative tax files, we collect information on inventors’ city/state, employer

ID and adjusted gross income, as well as their current citizenship status and gender sourced from

4In 2001 the US moved into line with other patent offices and published patent applications 18 months after filing.
Prior to this only successful applicants who were granted patents had their details published. For a fee, applicants
can choose to have their filing kept secret and 15% of applicants choose to do so. The analysis in Graham and Hegde
(2015) suggests that these (non-granted) applicants were of very low value. We show below the robustness of the
results to considering only granted patents.

5So if a patent applied for in 2012 (or earlier) is granted by 2014, the individual is classified as an inventor.
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Social Security records. Most data are available starting in 1996 (and currently ends in 2012).

Wages and employer ID are available only starting in 1999.

II.C Matching

We match inventors to taxpayers using inventors’ name, city, and state. Any inventor whose given

address is outside of the United States is excluded from the matching process and dropped. We

find equivalent information for taxpayers on 1040’s, W2’s, and other information return forms.

The iterative stages of the match algorithm are described in more detail in Appendix A. We match

approximately 88% of inventors of patents applied for in the last decade (the period in which

information returns are most available) and slightly above 80% in the late 1990s.

We conduct various exercises to assess the quality of the match using additional data sources

(e.g. data on inventor age from Jones (2010)).6 We also explore selection on observables and

find no strong selection effects (see Appendix). Because the taxpayer data is a source of linked

observations of variants of a person’s name and cities of residence lived in over time, the matching

process provides a simple way to link different patents filed by the same inventor even if the

inventor’s name differs across patents or he has moved cities. 7

II.D Inter-Generational Analysis

For the analysis in which we study parental income, we can only look at a sub-sample of the IRS

data for adults who are born after 1980, the earliest cohort for which we have sufficient records to

match them to parents through 1040 forms that record dependents. For years when parents file tax

returns, we calculate parents’ income as the pre-tax household income; we gather parent income

from W2 and other information returns in years when a parent does not file. Further details on

the process of matching children to parents are outlined in Chetty et al. (2014b). Looking at the

sample of individuals born 1980-84 who would be aged 28-32 in 2012 we still have a substantial

sample of 45,083 inventors. This focus on “young” inventors may seem a disadvantage, but 13% of

patents in our data are invented by those aged 32 or under. We also show our results are robust to

using older cohorts from the Statistics of Income, which is a 0.1% sample of the IRS data available

for years prior to 1996.

6Jones (2010) determines the ages of 55,000 inventors using name, zip code information, and a public Web site
(http://www.AnyBirthday.com). Comparing the birth dates obtained from this website and from Treasury tax files
for the inventors that are in both Jones’ database and ours, we find close to an exact match.

7While the panel nature of the linked dataset allows us to see full income and patenting profiles for our sample, a
drawback is that we cannot classify individuals as inventors who were active only prior to 1996.
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II.E Test Score Analysis

When looking at the test scores of elementary school children, we further condition on a sub-sample

in which we know whether children attended a New York City public elementary school between

1989 and 2009. We observe standardized test scores in grades 3 through 8 for these children, and

limit our analysis to the approximately 250,000 of these students born between 1979 and 1985.

Further details of the process by which these students were matched to taxpayers can be found in

Chetty et al. (2014a).

II.F Initial Data Description

Table A1 contains descriptive statistics. In the whole sample there are a total of 1.2m inventors

in our matched data (Panel A). The innovation data is highly skewed - the average inventor has

3.3 patents with 28.5 citations. But the standard deviation is enormous: 9.1 for patents and 154.6

for citations. The annual wage of an inventor is just over $112,000 at the mean and $81,000 at the

median, with incomes of over $178,000 (mean) and $109,000 (median). These are higher than for

US workers as a whole. Consistent with Hunt (2009), only 11.6% are women. The average age of

an inventor is 45. Comparable data for the inter-generational analysis sub-sample and test score

sub-sample are in Table A1 Panels B and C respectively.8

III Birth and Early Experience

III.A Parental income

Figure 1 shows (solid blue circles) the number of inventors per 10,000 individuals (left hand vertical

axis) ordered by the parents’ percentile position in the national income distribution (x-axis).9 We

measure the latter as average household income 1996-2000, which Chetty et al. (2014b) have shown

to be a good proxy for permanent income. A sharp, quite convex upward slope is apparent.

Children born to the richest 1% of parents had invention rates of 8.3 in every 10,000, which is an

order of magnitude higher than the proportion of inventors born in the bottom half of the income

distribution (0.85). One hypothesis is that kids from richer parents are more likely to produce

more low-value patents, but the distribution of more prolific inventors is not dependent on parent

income. To test this hypothesis, we repeated the analysis using as an outcome whether an inventor

8The low levels of income and wages are because these are younger people who will usually be earning no income
while at school.

9We use the 1980-82 birth cohort, but similar results are apparent using the 1980-84 or cohorts from individual
years.
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was in the top 5% of her age group’s lifetime citation count. The green triangles corresponding

to the right-hand vertical axis show that the positive relationship between parental income and

invention is just as strong for high-quality patents as it was for all patents.10 As noted above,

we test for whether the results are specific to looking at young inventors by using the Statistics

of Income 0.1% IRS sample. We take a cohort born in 1970-72 (ten years younger than those in

Figure 1) and examine the fraction of inventors aged 30-40 (instead of aged 30-32). Figure A1 show

that the strong gradient between parental income and inventor status is clearly visible in this older

sample (although it is noisier due to smaller sample size).

This inventor-parent income relationship has never been comprehensively documented before

to our knowledge. But one could regard the relationship in Figure 1 as deeply unsurprising. We

would expect that parental income was positively associated with many other indicators of “elite”

success such as becoming a successful lawyer, physician, hedge fund manager or economist, for

example. 9.7% of children born to the richest 1% of parents stayed in the top 1%, compared to

only 0.3% of children in the bottom 50% getting into the top 1% (see Figure A3). We focus on

inventors because there is ample evidence that there are positive spillovers from innovation and

therefore the social returns are greater than the private returns.11 Hence, understanding barriers

to the creation of more inventors is more important for public policy than the supply of hedge fund

managers or lawyers. Furthermore, the focus on inventors also enables us to implement empirical

strategies, such as the use of detailed technology class information in patent documents, to shed

light on whether the relationship in Figure 1 is related to the childhood experience of potential

innovators. Such strategies would be harder to implement with other professions.

There could be many reasons for the relationship in Figure 1. For example, since income is

related to ability and this human capital is partly genetic, the relationship could be due to inherited

ability. Alternatively, it may be that a poorer child begins life equally gifted as a richer one, but

faces barriers to becoming an inventor. To investigate these issues we turn to the New York City

(NYC) schools data where we know standardized statewide test scores of children in grades 3 to 8

in math and English. Figure A4 shows that the inventor-income gradient holds in this sub-sample

(cohorts born in 1979-84). We use a parental income split at the 80th percentile and label the

“rich” those above this and the “poor” those below. This is somewhat arbitrary, but other parental

10Similarly, Figure A2 shows that if we use alternative definitions of inventor status such as just patent grantees
or just the post 2001 applicants data we again obtain a ratio of top 1% inventor rates to bottom 50% rates of about
10 to 1.

11 For example, Bloom et al. (2013),Jones and Williams (1999) andGriliches (1992))
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income splits produce similar qualitative results to everything we will show below.12

Figure 2 shows the kernel density of third grade math test scores for rich and poor kids.13 The

rich kids’ distribution is strongly shifted to the right as we would expect. Only 7% of poor kids are

in the top decile of the math score distribution compared to 23% of rich kids. Panel A of Figure

3 shows the proportion of children who grow up to be inventors as a function of their math test

scores in third grade. The pattern is striking. Children in the top 5% of the math distribution have

a future innovation rate of over 5 in a 1,000 people whereas those in the next 5% have innovation

rates of just over 2.5. Those in the bottom 90% have innovation rates of around 0.5.

These results can be shown in a regression setting (Table A2) where the dependent variable is

whether the child grows up to be an inventor (scaled by 1,000). Column (1) shows that third grade

math scores are highly predictive of becoming an inventor - a standard deviation increase in math

test score is associated with a (highly significant) increase of 0.85 in 1,000 chance of becoming an

inventor. Column (2) substitutes standardized grade 3 English test scores which enters with only a

slightly lower coefficient of 0.68. Column (3) includes both math and English together and shows,

interestingly, that conditional on math test scores (which remain highly significant) English test

scores are insignificant. Column (4) has a less parametric version of column (3) which uses dummies

for each vingtile of the English score and vice versa in column (5). Whereas math scores remain

positive and significant in column (4) English scores are completely insignificant in column (6).

This implies that early math ability is very informative for future inventor status whereas English

performance is not. Note that this is not the case when re-estimating these equations but using a

dummy for whether a child ended up in the top 1% of the income distribution as an outcome. The

final three columns use this as the dependent variable and show that both English and math are

significant in such a regression.14

Panel B of Figure 3 shows that there is a positive relationship between early math test scores

and the chances of becoming an inventor for both rich and poor children and again, the relationship

is noisy until we get to the top decile of the math test score distribution. It is striking, however,

that for children in this top decile, rich kids have a much higher invention rate than poor kids.

About 7 in every 1000 rich kids in the top 5% of math test scores become inventors whereas the

12All results available upon request.
13We are certainly not claiming that all third grade math scores are genetic. Rather we are using this as an indicator

of early childhood environment and initial ability, which we want to distinguish from later childhood environment as
children grow up.

14These results are also robust if we instrument one test score with another to address the issue of noise in the text
scores. See Kahneman and Ghiselli (1962) for a discussion.
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rate is less than half this for poor kids. This strongly suggests that the innovation-income gradient

cannot solely be attributed to early test scores.

We can quantify the role of early test scores in accounting for the innovation-income relation-

ship in different ways. Table 1 (Panel A) provides a calculation based on the full distribution

decomposition methodology of DiNardo et al. (1996) (“DFL”). We give the children below the 80th

percentile of parent income the same math test scores as those from richer families (specifically,

we divide the distributions into 5% vingtiles bins to do this). It is important to do this across

the whole distribution rather than just at the mean (as in a conventional Oaxaca-Blinder decom-

position) because most of the increase in innovation probability is in the right tail of the ability

distribution as already shown in Figure 3. We calculate that the test score difference in third grade

accounts for just over 30% of the difference in innovation propensities in later life. So this is a

sizable proportion, but obviously there are other factors that must account for the majority of the

difference. 15

III.B Gender

Our data shows that only a small proportion of inventors are female. In Figure 4 we show the

fraction of female inventors by birth cohort. Clearly more women are becoming inventors over

time: only 3% of inventors born in 1940 were female, whereas this had risen to 15% for the 1980s

birth cohort. This is a very slow rate of convergence, however. Extrapolating this line forward

suggests it will take 140 years before women reach parity with their male counterparts. There has

been much recent discussion about the causes of this difference and its persistence.16

Figure 5 illustrates the relative similarity of the distribution of math test scores across both

genders. Boys have a slightly higher score at the mean and are slightly thicker in both tails. 17 We

15In Table A3 we show several alternative ways of quantifying the contribution of test scores to the inventor-income
gradient which reach broadly similar conclusions. Looking across the first row for third grade test scores using the
balanced panel leads to a contribution of 35.5% (a bit higher than our baseline contribution of 30.1%). Using a split
at median parental income (instead of the 80th percentile) leads to a smaller, 27.8% contribution. The last three
columns use a method of introducing 20 dummy variables for each vingtile of the test score distribution and observing
by how much the coefficient falls on the “rich” income dummy variable. This produces somewhat larger estimates of
49.4% in the baseline, 41.5% for the balanced panel and 43% for splitting at median income.

16See Hunt (2009), Thursby and Thursby (2005), or Ding et al. (2006). There has been much controversy over this
reported in the media. For example, the Nobel Laureate Tim Hunt argued in 2015 that women did not work well
in the high-pressure culture of academic R&D labs (http://www.dailymail.co.uk/news/article-3117648/Ban-women-
male-labs-distracting-cry-criticised-says-Nobel-prize-winner-Sir-Tim-Hunt.html). Larry Summers speculated that the
lower proportion of female elite scientists could be because there was a greater variance in men’s intrinsic ability than
in women’s (e.g. http://blogs.scientificamerican.com/the-curious-wavefunction/why-prejudice-alone-doesnt-explain-
the-gender-gap-in-science/).

17This is consistent with Machin and Pekkarinen (2008), who show that boys’ test scores had significantly higher
variance than girls’ scores. They examine the OECD’s standardized PISA math and reading tests taken by 15 year
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conducted an analogous decomposition exercise for women as we did for parental income in Table

2. This shows that we can account for very little of the gender-innovation gap using math test

scores. We account for nothing at all using third grade test scores and only about 3% using eighth

grade scores. So, in stark contrast to income, the gender gap in innovation does not appear to be

ability related.

III.C Race

There is a small literature documenting racial differences in invention rates by race (e.g. Cook and

Kongcharoen (2010)). Figure 6 uses the NYC data (where we can observe race) to show that there

are wide disparities in patenting races by minority status.18 The first blue bar shows that white

children have an inventor rate of 1.6 in 1,000, which is more than three times the rate for black

kids (0.5) and eight times the rate for Hispanics (0.2). By contrast, Asian children are twice as

likely to grow up to be inventors than whites (an inventor rate of 3.3). We can implement the DFL

decompositions to see how much of these differences can be accounted for by third grade math

test scores. The second red bar in Figure 6 does this for each racial group where we take white

kids as the base and normalized to 1.6. We can see that the bars are not changed very much by

this reweighting, with each gap shrinking by only 0.1. For example, the Black-White gap shrinks

from 1.1 to 1.0, a change of under 10%. By contrast, re-weighting by income (the third green bar)

makes a much bigger difference with the Black-White gap falling by almost half from 1.1 to 0.6.

This suggests income is much more important than ability in accounting for the inventor difference

between blacks and whites. Income makes less difference for the white-Hispanic gap, however,

falling from 1.4 to 1.3. The White-Asian gap actually widens from 1.5 to 2.6 when we reweight by

income as Asian parents in NYC public schools are on average poorer than white parents. Figure

7 shows the race results in another way. If we plot the inventor-test score gradient by racial group

there are hardly any differences except in the top 15% of the ability range. It is amongst the most

gifted at math that the differential invention rates by race become clearly visible. For third graders

in the 10% of the math test score distribution, future inventor rates are over 8 for Asians, about 4

for Whites and about 1 for Blacks and Hispanics.

olds. In 37 of the 41 countries examined the boy-girl variance was significantly different for math.
18The share of students by race is: Asian 7.46%, Hispanic 32.81%, black 38.95%, white 20.78%.
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III.D Implications for Models of Talent Allocation

One interpretation of these differences in invention rates by income, race and gender is that they

reflect barriers to becoming an inventor over and above the intrinsic ability and preferences of

individuals. In a recent contribution, Hsieh et al. (2013) develop a Roy model of heterogeneous

occupations which have barriers to entry that differ by group (e.g. race and gender). These barriers

or frictions are a combination of direct discrimination, in which individuals are paid less than their

marginal product, and barriers to the acquisition of the type of skills that are useful to enter the

occupation (e.g. a legal training to become a lawyer). This causes a misallocation in which a

talented individual may not sort to the occupation that best fits her comparative advantage. The

frictions cause misallocation and a loss of welfare. Calibrations in Hsieh et al. (2013) suggest that

improvements in the allocation of talent (primarily from less barriers to women) were responsible

for 15% to 20% of the growth in US output per worker between 1960 and 2008.

One might, however, be skeptical over whether these type of rational sorting models will generate

first-order welfare losses. Consider such a model applied to our context of inventor careers. Suppose

that children from poorer families have difficulties in accessing high-quality schools to improve their

math ability, increasing the cost for them to become successful inventors. To the extent that such

barriers exist, rational sorting models imply that they will dissuade only marginal inventors. The

most talented individuals will still be prepared to make the effort to acquire skills necessary to

become an inventor. It is not “Einsteins” who are lost to the R&D sector, but rather those of more

mediocre ability. By contrast, we discuss below a model where disadvantaged groups are relatively

less informed and underestimate the net benefits of an inventor career. In this case, even some very

talented potential inventors will not pursue a career in innovation because they miscalculate the

true expected cost-benefit ratio. There could be more first-order welfare losses in such a model as

the breakthroughs of possible Einsteins may be lost.

To investigate whether the rational sorting model is the most plausible explanation of the

patterns we observe, we implement a simple non-parametric test. This class of models has a clear

prediction that conditional on becoming an inventor, individuals from the discriminated group

should be, on average, of higher talent than the non-discriminated group. We investigate this in

two ways in Figure 8. First, we use our third grade math test scores as a measure of ability. In

Panel A we show the mean math grades for inventors split into (a) whether their parents were rich

or poor, (b) whether they were white or from a minority group (black or Hispanic) and (c) whether
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they were male or female. The results are striking - in no case are the mean test scores higher for

the “discriminated group” as rational sorting models would suggest. If anything, it is the opposite

with rich kids and whites having significantly higher scores conditional on being an inventor (the

male-female gap is insignificant).

The second empirical way we implement our test of rational sorting is to use patent citations

as a measure of inventor ability.19 We define a highly cited patent as one which is in the top 5%

of future citations for its cohort (as in Figure 1). Again, we find no evidence for the basic rational

sorting model, which predicts that the quality of innovation should be higher for the disadvantaged

group. Conditional on patenting, mean citation rates are similar (or higher) for men, whites and

those from high-income backgrounds.20

The upshot of this discussion is that the rational sorting models may be underestimating the loss

from misallocation in our context. To consider some alternative explanations of how the allocation

of individuals across sectors can occur, we next turn to the conditions under which inventors grew

up.

IV Inventors pre-labor market

We look at two aspects of the period of time between early school and joining the labor market for

potential inventors: direct measures of later schooling (sub-section IV.A) and then “exposure” to

innovation (sub-section IV.B).

IV.A Schooling

To investigate the importance of human capital acquisition we repeated the DFL decompositions

in Table 1 but exploit information from later grades (NYC data goes through grade 8). Panel B

shows the DFL results. As children get older, test scores account for more of the inventor-income

gap. By 8th grade 53% of the gap is accounted for, compared to 30% in grade 3. On average

an extra 4.4 percentage points of the gap is accounted for each year by test scores and the null

hypothesis that there is no additional explanatory power of the later grades is rejected (p-value =

19A disadvantage of this first test is that it might be privately optimal for high-ability disadvantaged groups to go
into other high-skilled occupations such as investment banking (we do not have an early measure of inventor-specific
ability). The second test does not suffer from this drawback.

20Note the smaller confidence bands on gender is because in Panel B we can use the entire matched IRS-patents
database whereas in Panel A we just use the NYC data as we are restricted to using test scores. The large confidence
bands for minorities is because there are very few highly cited patents in these cells and because minority status is
only available for the NYC sample.
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0.025).21 Low-income kids fall further behind richer ones as they progress through school. In in

Panel B of Table 2 we present decompositions for gender. Although test scores do become more

important as children pass through school, the additional explanatory power of schooling is very

low in explaining the gender gap for innovation. By 8th grade, test scores still only account for

under 9% of the advantage of boys over girls. This suggests that explanations for gender differences

in invention are not ability-related, at least as measured by test scores.

For the individuals who attended a US college between 1999 and 2012 (200,000 inventors) we

can determine which college they attended. One striking fact is that a few select colleges produce

an enormous fraction of US inventors. For example, the top 10 most innovative colleges (defined as

the colleges whose graduates will be granted the most patents) account for only 3.7% of enrollments,

but 15% of (citation-weighted) patents (Figure A5). In these top 10 colleges, 5.6% of students have

a patent by age 30 (about 28 times the average for the population as a whole by this age). In the 10

most innovative colleges, the invention-parental income relationship is severely attenuated. Figure

9 shows that in this sample children whose parents were in the (nation-wide) top 1% of the income

distribution produced 63 patents per 1,000 (compared to 0.1 per 1,000 in Figure 1), compared to

43 per 1,000 in the bottom half of the income distribution. This ratio of about 1.5 to 1 compares to

10 to 1 in Figure 1. Hence, by the time students graduate from a school like MIT or Stanford, the

income of the student’s parents makes relatively little difference. The main role of higher income is

increasing the chance of a child going to one of these colleges - Table A7 shows the sharp positive

gradient between being born into a wealthy family and attending an innovative college.

IV.B Exposure to Innovation

We next explore the role of being exposed to innovation in childhood and growing up to be an

inventor. We examine exposure along three dimensions: (a) whether an individual’s parent was

an inventor (sub-section IV.B.1), (b) for children of non-inventors, what was the innovation in the

industry of one’s father (sub-section IV.B.2) and (c) innovation in the area where the child grew up

(sub-section IV.B.3). For all three dimensions we examine not just the overall level of innovation,

but the type of innovation by exploiting the information on patent technology class. Patents can

be classified into seven broad categories,22 thirty seven sub-categories and four hundred and forty

five classes. Looking at whether exposure to specific technological fields (rather the innovation in

21The lower rows of Table A3 show this is equally true using other decomposition methods (up to 61% by grade 8
in the median split specification of column (6)).

22The classes are Chemicals; Computers; Communications; Drugs and Medical; Electrical and Electronic; Mechan-
ical and “Others”.
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general) is correlated with becoming an inventor in that specific field is a sharper test of whether

becoming an inventor is affected by the environment rather than just being an innate trait.

IV.B.1 Parental Innovation Status

We analyze innovation rates for 16 million children born between 1980 and 1984 for whom we know

whether their parents themselves filed a patent since 1996. Amongst those whose parents were

inventors, the patent rate was 11.1 per 1,000. By contrast, if a child’s parent was not an inventor

then the patent rate was only 1.2 per 1,000. A fraction of these were children-parent teams on

the same patent. However, even if we remove these observations, then it is still the case that the

inventor rate is 8.5 for the children of inventors.

Of course, this relationship within the family could reflect a genetic predisposition to be an

inventor. To address this we examine the patent class in which the parent invented: it is very un-

likely that there is a gene that codes specifically for a type of technology class such as “modulators”

(technology class 332) vs. “demodulators” (technology class 329) or synthetic resins (class 520) vs.

natural resins (class 530). Conditional on inventing any technology, children of inventors are nine

times more likely to invent in the same sub-class as their inventing fathers than they would be by

random chance.23

We also develop a closeness measure based on looking at whether a patenter in class A also

patented in class B. This exploits the fact we have individual identifiers due to the IRS match and

can examine cross-class patenting by individuals over time.24 Table A4 gives an example. Starting

with technology class 375 (“pulse or digital communications”) it has a distance of zero with itself

by definition. For inventors who had a patent in pulse or digital communications, the next most

popular class to patent in was demodulators so we give this a distance of 1. After this comes

modulators (distance = 2) and so on. Using this information, Figure 10 shows the proportion of

children of inventors patenting in the same technology class and then in other “close-by” classes.

We calculate the proportion for each technology class and then average across all technology classes

with weights proportional to the number of patents in each technology class. There is a clear spike

in the probability of children of inventors inventing in the same technology class as their parent.

On average, if an individual’s parent invented in a particular technology class, the child had over

a 0.9 in a 1,000 chance of inventing in exactly the same class. The chance of inventing in the next

230.9% of children invent in the same class as their fathers compared to an expected 0.1% by random chance (see
Table A9).

24Other distance metrics in the literature include classes within the same sub-category and cross class citations
(see Bloom et al. (2013).

16



“closest” technology class (at distance = 1) was under 0.2, about a fifth as high. As the class

becomes more distant, the child’s probability of investing in that class diminishes (graphically, the

downward slope going from left to right of Figure 10). This evidence is consistent with the view

that being brought up in a family where there is some very specific knowledge about a technology

helps the younger member of that family to go and become inventors in that technology.

IV.B.2 “Mentors”: Innovation in father’s industry

The direct relationship between parent’s and children’s inventor class is striking, but of course this

is focused on a narrow slice of the data: those with parents who have invented. Our second measure

of exposure looks at characteristics in the (six-digit) industry where a child’s father worked. The

idea is that the network of people in the firm and industry could influence what careers young

people are interested in studying and pursuing in later life. Table 3 puts this results in a regression

framework, where the data is constructed solely from all children whose parents were not inventors

(in order to rule out the direct channels examined in the previous sub-section). Column (1) is

run at the six-digit industry level. For each individual we calculate the proportion of workers in

their father’s industry who were inventors (right hand side variable). The dependent variable is the

proportion of children who became inventors (within a father’s industry). There is a strong positive

and significant relationship between these two variables.25 A one standard deviation increase in

the fraction of inventors in the father’s industry (0.0023) is associated with an increase of 0.0006

inventors, or 25.3% at the mean of the dependent variable (0.0023).

In column (2) of Table 3 the unit of observation is an industry (345) by patent category (7)

cell. We construct the data in the same way as before but calculate the proportion of inventors

within an industry-category cell and then include category fixed effects in the regressions. Column

(3) goes one step further and constructs cells defined by industry and sub-category (including 37

sub-category fixed effects in the regression) and column (4) is the most disaggregated using industry

by technology class cells (with 450 technology class fixed effects). The same pattern emerges in

columns (2)-(4) as in column (1). Children are much more likely to innovate within a narrowly

defined technology area if their father has worked in an industry that has more inventors in this

same area. Column (5) replicates column (4) but includes (i) the fraction of inventors in the same

sub-category but in a different industry class and (ii) the fraction in the same sub-category but a

different class and (iii) other categories. All coefficients in these variables are positive and two are

25Figure A10 has a the scatterplot of this relationship.
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significant (the own class coefficient drops slightly but remains significant).26

IV.B.3 Innovation in childhood neighborhoods

Our third measure of exposure looks at the geography of innovation. The existing literature exam-

ines the effects of place on economic outcomes in general and the effects on innovation in particular.

Marshall’s theory of industrial districts suggested that one advantage of geographical clusters was

that there were “ideas in the air” and accounts of the success of Silicon Valley have also stressed

the benefits of geographically localized innovation spillovers.27 From our data we know where all

individuals were grew up and in Figure 11 we present the invention rates by childhood Commuting

Zone (CZ). Note that the figure does not present the patenting rates based on where inventors are

currently residing (this is generally used in the literature because location at time of invention is

available in the USPTO data), but rather the future patenting rates in commuting zones where

inventors grew up. Figure 11 shows an interesting spatial pattern: innovation hotspots are in the

Bay Area, Northeast and Great Lakes, which is expected as there are strong universities located

there. But there are also many other innovation pockets around the country - in the North-West,

Utah and Colorado, which may be less obvious hotspots. Very low innovation areas are found in

the Deep South.28

These relationships cannot be read as causal place-based effects as there are many other un-

observable factors associated with place of birth and future outcomes. We probe this relationship

more in Table 4 which is analogous to Table 3 and again focus on children whose parents were

not inventors. Column (1) is the baseline regression where the dependent variable is the fraction

of kids who lived in a commuting zone that grow up to be inventors and the key right-hand-side

variable is the invention rate in the childhood commuting zone (as in Figure 11). There is a strong

and significant relationship between the two (as also illustrated in the scatterplot in Figure 12

for the largest 100 commuting zones) showing that children who grow up in innovation-intensive

neighborhoods are more likely to become innovators themselves. According to column (1) of Table

4, increasing the fraction of inventors in the childhood commuting zone by a standard deviation

(0.0002) is associated with a 30% increase in invention rates.29

26Figure A11 shows a bar chart of these industry regression coefficients grouped by distances. The falloff from
innovating in the exact same class to the next closest class is very striking.

27There is a large literature on inventor mobility and agglomeration effects from localized knowledge spillovers, e.g.
Kim and Marschke (2005).

28The list of the top 10 and bottom 10 most innovative CZs are in Table A5.
29 The mean of the dependent variable is 0.002, so using the coefficient estimate (0.0002*2.9006)/0.002 = 0.30.
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Column (2) of Table 4 reports estimates at the individual level and includes 390 dummy variables

for the commuting zone where the individual was living in 2012. The coefficient is essentially

identical to column (1). This is effectively exploiting the origin-destination CZ matrix of where

a child grew up and where they currently live (almost 390*390 cells). The coefficient indicates

that, for example, for two adults currently living in Chicago, the fact that one grew up in high-

innovation Cambridge makes it more likely she will be an inventor than another who grew up in

lower-innovation Little Rock. In column (3) we use CZ by patent category level (analogously to

Table 4 column (2)) and include seven category fixed effects. Column (4) disaggregates this further

by the CZ where the child grew up (so a cell is the current child’s CZ by childhood parent CZ by

category). Like column (2), this shows that there is a positive association with exposure even after

controlling for the CZ where the child is currently living. Column (5) disaggregates the current

child CZ by patent category and by father’s industry. We can control for industry dummies here

to show that the CZ exposure is picking up more than simply the parent industry exposure that

we analyzed in Table 3. Column (6) is like column (3) but at the CZ by sub-category level (and

includes sub-category fixed effects) and columns (7) and (8) are at the CZ by technology class level

(regressions include class fixed effects). This table illustrates that not only are kids who grow up

near inventors more likely to be inventors themselves, but these children also have an increased

propensity to innovate in the same types of fine-level technologies as they were exposed to during

childhood.30

IV.B.4 Exposure to female inventors

We can also use our empirical strategy of exposure to innovation in general to look more specifically

at female inventors. We can calculate the proportion of female inventors in the state where children

grew up and we present the map of this in Figure 13.31 The Northeast appears to have the most

female inventors and the North and mid-West the least. The top and bottom 10 CZ for female

inventors are in Table A6. These female invention rates are correlated with the Pope and Sydnor

(2010) Gender Stereotype Adherence Index on 8th Grade Tests (see Figure A13). It seems plausible

that areas where these cultural attitudes about women are stronger are less likely to generate female

inventors.

30Figure A12 shows a bar chart of these CZ regression coefficients grouped by distance. The fall off from innovating
in the exact same class to the next closest class is very striking

31Unfortunately, there are not sufficient numbers of female inventors to do this reliably at the CZ level
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IV.B.5 Summary of findings on Exposure

A clear pattern emerges from this section that across all three measures of exposure - parents,

parents’ colleagues and neighborhoods - growing up surrounded by more innovation is associated

with an increased probability of becoming an inventor, even within a detailed technology class.

V Inventors in the labor market

V.A Wages and Income

The distribution of inventor income is given in Figure 14. It is heavily skewed with a median

of $114,000, a mean of $192,000 and $1.6m at the 99th percentile. It is far more skewed than

occupations such as doctors, architects or lawyers. Only the financial sector has similar degrees of

skewness (Lockwood et al., 2014). Examining the composition of income for inventors, we observe

that it is dominated by salaries - like for most workers. Focusing on the top 1% of inventors by

income, non-wage income is more important than wage income. However, even here patent royalty

income is not so important: other forms of non-wage income dominate (Figure A14).

Next, we examine income dynamics around the time of invention in Figure 15. Panel A shows

median income in the 10 years before and 10 years after the patent event. Interestingly, we do not

see an increase in income after applying for a patent. In fact, there is a much stronger increase in

income prior to patenting: afterwards income flattens off and falls a bit. Panel B shows the pattern

for mean wages and Panel C for the 99th percentile to check if the median is missing out on higher

quantiles. But the picture looks similar with the main returns occurring prior to the patent event

(although the flattening out now happens about three years after the patent is applied for). Panel

D examines the proportion of income that is non-wage. Here we do see a clear break in trend with

the fraction rising afterwards much faster than it was before. Panel E looks at alternative measures

of the quality of patents. The patterns look similar, although ungranted appear less valuable than

granted and highly cited patents (i.e. those in the top 5% of the future citation distribution by

cohort have faster growth of income in the pre-patent period and the fall off of income in the

post-patent period is less severe).32

The patterns in Figure 15 are for prime-aged workers (35-50 years old) to abstract away from

the fast growth of earnings that occurs for younger workers. Figure 16 shows the same median

income “event studies” for patents applied for at exactly the ages of 30, 40 and 50. The pattern of

32Note that mean income is higher in general for inventors with more citations (see Figure A15). This is a new
external corroboration of the value of citations as indicators of quality.
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a fast growth prior to patenting followed by a leveling off/fall is apparent in these graphs as well,

suggesting the dynamic patterns are occurring at all ages. It is not some conflation of lifecycle

age-earning profiles with patent events.

Our interpretation of the data is that there are some individuals who are on a successful inno-

vation streak, culminating in applying for a patent. But the patent event is not news to the firm or

labor market. The eventual patenter is obtaining rewards prior to patenting rather than afterwards.

This is consistent with the evidence from matched patents-income administrative data from Italy

in Depalo and Di Addario (2014) who also found big increases in income prior to patenting, but

not afterwards.

These patterns suggest a model of career choice with an uncertain chance of a major innovation,

rather than a choice about how and when to patent per se. The model in Section 6 builds on this

insight.

V.B Inventor Age

The most common age of patent applicants is approximately 39-40 (Figure A16 Panel A). However,

this should be compared to the overall age distribution of US workers in the whole IRS population

(Panel B). It is clear that most inventions tend to come from inventors who are older than the

working population as a whole. Innovation still peaks around 40, but trails off more gradually

than in Panel A (there is a 32% decline from 2.5 per 1,000 wage earners at age 40 to 1.71 at age

60). Does this over-estimate the abilities of the middle-aged? For example, could the patents of

older workers be of lower quality and the most important work still be done when researchers are

young? Panel C uses only highly cited patents and finds a similar pattern except with a sharper

decline in innovation at older age (from 0.14 at age 40 to 0.06 at age 60: a decline of 57%).33

Therefore, consistent with the “young and restless” hypothesis of Acemoglu et al. (2014) and the

evidence in academia of “great” discoveries (e.g. Jones et al. (2014)) raw patents do under-estimate

the importance of youthful innovation. However, there does seem to be a lot of innovation done

at older ages too. Thus, the returns to innovation accrue to inventors relatively late during their

career, which speaks to the importance of occupational choice early in life (extensive margin), as

opposed to a choice “at the margin” to adjust one’s innovative effort during one’s career (intensive

margin).

33Figure A16 shows that overall patent citation rates are correlated with individual income which is another
corroboration of the idea that citations are a useful measure of patent value.

21



V.C Firms

We know what firms inventors work in from the EIN number attached to their W2s. Corporate

structures are complex, however - for example, a US parent company may have multiple affiliates,

the ultimate headquarters may be in another country and there are partnership structures as well

as firms. We simply work with the EIN numbers and discuss some of the data issues in Appendix

A.34 Figure A17 has the CDF of the size distribution for inventors. 10% of inventors do not receive

a W2, presumably because they are self-employed. But the bulk of inventors work and mostly they

work for larger firms. 70% of inventors work in firms with more than 100 employees. Hence, it is

unlikely that the pattern in Figure A17 could be due to individuals simply being unable to afford

the fees associated with applying for a patent. It is the companies that inventors work for who

are applying and paying for these fees. And although in a small firm the inventor himself may

have to contribute, this is highly unlikely to be the case in a larger firm. This suggests that the

influence of parental income on inventor status is likely to come through it’s effect on the child

when growing up, rather than after starting work in the labor market. This is consistent with the

evidence from the entrepreneurship literature. Hurst and Lusardi (2004), for example, find that

the correlation between parental wealth and entrepreneurship is unlikely to operate via relieving

liquidity constraints after leaving school.

V.D Summary

In summary, the key findings from our labor market analysis are (i) there are substantial returns

before the patenting itself; (ii) patenting returns appear very skewed: there is a small chance of a

very high payoff (cf. Hall and Woodward, 2010, on entrepreneurs) and (iii) many returns are late in

an inventor’s career (cf. Jones, 2009, 2010) . Hence pay-offs are highly uncertain when individuals

are making initial career choices.

34The distribution of employment by firm size class in the IRS dataset, where each firm is assumed to be represented
by a unique EIN, is almost identical to the size distribution across the US economy from the Economic Census. Despite
many reasons why the Census Bureau concept of an “enterprise” could be quite different from the tax-based EIN,
the match with the firm size distribution is very good. There appears to be a slight under-representation of firms
with under 100 employees in the IRS data compared to the Census, and a slight over-representation in the 100-
1000 employee range, but almost identical proportions in other size bins compared to the Census. And even the
discrepancies are small. Narrowing the IRS sample to be closer to the Census in terms of industry composition does
not fundamentally change this picture.
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VI A simple model of inventor careers

VI.A Basic Model

Motivated by the stylized facts from our analysis we develop an inventor lifecycle model that is

detailed in Appendix B. The model has similarities to a two-sector version of Hsieh et al. (2013).

In period 1 human capital (H) is determined, which will depend on initial talent (which is het-

erogeneous across individuals and groups) and schooling.35 At the end of schooling, agents make

occupational choices over whether to enter the R&D sector or non-R&D sector on the basis of their

expected utility. The R&D sector is different from the non-R&D sector in three respects: (i) Income

is stochastic: there is a base wage (as in the non-R&D sector) but there is also a chance (π) of

making a successful innovation; (ii) those with high human capital have a comparative advantage

in the R&D sector - formally, we model this as allowing the probability of innovating to be higher

when human capital is higher (π(H), π′(H) > 0); (iii) individuals have idiosyncratic preferences

over the two sectors (hence, there will typically be some mass of agents who go into the R&D sector

even if their expected monetary returns are lower). There is a two-part tax regime with a standard

marginal tax rate up to a threshold and then a high “top” tax rate.

We consider that there are several disadvantaged groups, g, in the population. The canonical

example we focus on are children born to low income families (so the groups are rich vs. poor),

but the framework is equally applicable to considering men vs. women or whites vs. blacks. We

allow for these groups to face additional costs in the acquisition of human capital (which reduces

their likelihood of entering the R&D sector).36

We depart from the standard rational sorting models by adding imperfect information. We

assume that individuals with probability λ are correctly informed about the net returns to an

inventor career, but others (with probability 1− λ) under-estimate the true returns from the R&D

sector. The idea is that many children do not often come into contact with inventors via their

parents, family networks or neighborhoods. Hence these less “exposed” groups underestimate the

net benefits of choosing an inventor career (e.g. Hoxby and Turner, 2014). The precise way we

formalize this notion is that these less-informed agents underestimate the degree of complementarity

35In the baseline model we keep the human capital acquisition process exogenous (e.g. high income families “buy”
more educational quality for their children). But we extend the model to allow for endogenous educational choice.
This reinforces the misallocation results as disadvantaged groups choose to invest less in human capital as they are
less likely to want an inventor career.

36Hsieh et al. (2013) model this as a “tax friction” on spending goods in obtaining human capital. Another friction
is direct discrimination in the labor market by paying disadvantaged groups a lower wage than their marginal product
(in the R&D sector compared to the non-R&D sector). This is less likely for low income groups, but could be the
case for women or minorities. In the context of their model these are observationally equivalent.
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between human capital and innovation. We show a number of intuitive results using this model.

First, agents with higher human capital are more likely to enter the R&D sector (this follows

directly from their comparative advantage). Second, individuals who are more exposed to inventors

(our proxy for a higher value of λ) are more likely to enter the R&D sector. Third, disadvantaged

groups are less likely to enter the R&D sector. This is because (i) they face barriers to human

capital acquisition and (ii) they may begin with a lower ability level (for example, we saw the 3rd

grade math scores of low income groups were lower), and (iii) they have worse information about

the net benefits of an inventor career.

A fourth result is that conditional on being in the R&D sector, agents from disadvantaged

groups are likely to have lower levels of initial ability. This is the opposite prediction from the

standard rational sorting models which predict higher levels of average ability for disadvantaged

groups in the R&D sector, because only the most talented will overcome the barriers to entry.

By contrast, in this model agents from disadvantaged groups are imperfectly informed about the

complementarity between human capital and innovation. Therefore, the high ability agents in these

groups do not always go into the R&D sector, whereas for privileged groups the high ability agents

do.

The empirical evidence lines up well with these predictions. We find that people with higher

human capital (test scores and elite college attendance) are more likely to be inventors, and that

disadvantaged groups are less likely to become inventors. Section 4 presented much evidence that

early exposure mattered a lot for future innovation. Finally, Figure 8 showed that conditional on

being an inventor, disadvantaged groups did not appear more talented than other groups. This is

consistent with our imperfect information model but not with the basic rational sorting model

The normative implications of our model is that there is the potential for considerable welfare

loss. First, there is a “level effect” - too few individuals from disadvantaged backgrounds enter

the R&D sector. This effect is similar to Hsieh et al. (2013). Second, and in contrast with

standard rational sorting models, there is also a “composition” effect: the “wrong” individuals

from disadvantaged groups may enter the R&D sector due to information frictions (i.e. not the

individuals with the highest comparative advantage for the R&D sector). And these effects are

compounded because the disadvantaged groups will likely face other barriers. There is a loss both

from fewer (externality generating) inventors and from an inferior allocation of talent compared to

the first best.
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VI.B Alternative Interpretations of Exposure Measures

We have interpreted our empirical measures in terms of exposure influencing λ. But one alternative

is that the exposure measures actually improve inventor-specific human capital as the young person

grows up. This would be an environmental effect, but the welfare effects are somewhat different

from the model of the previous section. At the time of occupational choice, those exposed in

childhood would have higher human capital rather than more information (λ). Hence, there would

not be obviously greater talent losses in this model than in the rational sorting model.

As a way to investigate this we examine the income effects of exposure. If exposure generates

inventor-specific human capital then we would expect productivity (and therefore wages) to be

higher for those choosing an inventor career if they are more exposed at an earlier age to science,

even conditional on early test scores. However, we could find no evidence of substantially higher

wages for these groups more exposed to innovation. In our model the effects of exposure on inventor

income are ambiguous. Although agents are better sorted to their area of comparative advantage

as information improves, they may earn a lower wage in the R&D sector as there are compensating

differentials to the non-pecuniary advantages of the R&D sector (w̃ ). 37

Another interpretation of the exposure “effect” is that it could cause a change in preferences

rather than in information. The wage effects of this are also ambiguous, so it is difficult to em-

pirically distinguish this from our information story. In terms of policy, if there are externalities

from innovation then increasing exposure to inventors might still be highly valuable even if it is

only about changing preferences. Note that the pure preference shift story would not predict that

exposure should be more important for high-ability children in their likelihood of growing up to

be an inventor. It is hard to check this directly in our data because there is insufficient variation

in exposure in the NYC data to include interactions between exposure and early test scores in the

“inventor equation”38, but this would be a good avenue for future work.

There are, of course, other ways of interpreting our results but overall, the simple lifecycle model

we sketch seems reasonably consistent with the data.

37For example, Stern (2004) shows that life science post-graduates take about a 20% loss in income by taking a
job in academic science compared to industry.

38A positive coefficient on the interaction would be consistent with our model, but not with the pure preference
model.
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VI.C Policies to improve entry into innovation

If policy interventions could improve the position of potentially high-ability kids from poor back-

grounds (as well as women and minorities) this would bring a whole new margin of individuals

into the inventor pool. Card et al. (2013) report evidence from “gifted and talented” randomized

control trials that suggest that although these programs do not work well for the typical student,

those from poorer backgrounds do appear to particularly benefit. Changing to such policies has a

near-zero financial cost.39 This suggests that such interventions could have very large benefits in

terms of growth as well as equity.

Our estimates can be used to assess the potential gains from such supply-side educational

policies. These policies can have a level effect on innovation by increasing the rate of entry into

innovation of children from low-income families, up to a level closer to that of children from high-

income families. In addition, the policies may have a composition effect by affecting which children

decide to enter the R&D sector within each income group - our results suggest that talented children

from low-income families are less likely to enter the R&D sector, which could potentially be affected

by policy). Appendix B4 discusses these calibrations in more detail, but we sketch the findings

briefly here.

Regarding the level effect, we have shown that children born to families in the top 10% of income

are ten times more likely to become inventors than children born to families of below-median income

(Figure 1). We have documented that innate ability differences (which by definition cannot be

affected by policy) are unlikely to explain more than a third of this difference (Table 1). Moreover,

we have found that the differential innovation rates across technology classes is also a ten-to-one

ratio (Figure 10), which suggest that exposure effects play a key role.

We consider a benchmark scenario assuming that supply-side policies providing such exposure

effects could close a fifth of the total innovation gap between children with parents below the

90th percentile of income (1.6 inventors per 1,000) and children with parents in the top 10% (6.7

inventors per 1,000). Under these assumptions and using our data on the propensity of children to

become inventors across the income distribution, the increase in the number of inventors induced

by the policy is a staggering 30% of the current inventor population. The details of the calculation

are reported in Appendix B5, where we also report the calibrated effect of the policy under other

assumptions about the share of the innovation gap across the income distribution that can be closed

by policy. The sensitivity analysis shows that the effect is large under a very wide set of parameter

39Personal communication with David Card.
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values. We have also considered a scenario based on the distribution of innovation-income gaps

across US states.40 If the mean innovation-income gap (similar to Michigan) could be lowered to

the level of the fifth percentile of the distribution (similar to states like New Hampshire), then

the increase in the number of inventors would be equal to 38% of the current inventor population.

Similar calibrations suggest the composition effect also matters, but by less than the levels effect

(under 6%).

By contrast to these “extensive margin” policies, policies on the intensive margin may be much

less effective. For example, although existing estimates of R&D tax credits do suggest increases in

innovative activity, they reach only a small fraction of the population. We examine the effects of

income tax on innovation next.

VI.D How much do tax policies on inventor’s income affect innovation?

A much-discussed alternative set of policies to stimulate innovation are levels of top income tax rates

(Akcigit et al. (2015)). We shed light on this issue using a quantitative theoretical exercise based

on our data and the lifecycle model introduced in sub-section VI.A (more details are in Appendix

B.3). In short, we find that changing marginal tax rates on high incomes would not substantially

affect the occupational choice to become an inventor. The small effect of top income marginal tax

rates on inventors’ behavior is driven by three considerations. First, marginal utility decreases with

income, due to risk aversion. Second, inventors’ earnings are highly skewed - as documented in

Section V. Third, the rank of an inventor in the earnings distribution has a large random element,

especially within the top tail. We find that income is difficult to predict for inventors, especially in

the upper tail, therefore we model it as a random draw from the empirical income distribution for

all inventors.41

Put another way, the intuition for the results is that entering the innovation sector is like buying

a lottery ticket. With concave utility and expected utility maximization, whether an agent has a

40All calculations are based on state of birth, not on state of residence.
41This is a strong assumption, but various features of the data support its validity to a first approximation. First,

we have shown in Section V that the returns to patenting are very skewed and that they often occur late in an
inventor’s career, suggesting that the returns to innovation are very uncertain at the time of occupational choice.
Second, the distribution of income for inventors is very skewed even conditional on having a very highly cited patent:
the 99th percentile of income for people in the top 5% in the citation distribution is $10 million, while the median
is about $200,000. In other words, even in the subgroup of inventors who produced high-quality innovations, the
mean return is coming almost entirely from the upper tail. Third, we have checked that an inventor’s earnings in
mid-career, between ages 40 and 45, are very difficult to predict based on this inventor’s earnings and patenting record
(number of patents and citations) in his early career, between ages 27 and 32. Specifically, regressing mean earnings
between ages 40 and 45 on a flexible polynomial of mean earnings, patent count and citation-weighted patent count
between ages 27 and 32 yields a R2 below 0.03.
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small chance of winning $20 million (e.g. in an economy with no extra taxation of top incomes) or an

equally small chance of winning $10 million (e.g. in an economy with a higher marginal tax rate of

top incomes) makes little difference to buying the lottery ticket. In other words, occupational choice

over whether to become an inventor should not respond much to top tax rates. Our contribution is

to calibrate this response using the skewness of the empirical earnings distribution of inventors. It

is important to note that our approach does not say anything about the broader effect of top tax

rates on the rate of innovation in the economy.42

For the calibration, we consider a variety of tax regimes. We use a stylized version of the US

Federal tax schedule where the top marginal tax rate is 40% above $439,000 and the marginal tax

rate below this threshold is 28.5% (“standard rate”). We then consider the impact on innovation

of increasing the top rate by a percentage point to 41%, but keeping the standard rate the same at

28.5%. Since the benefit of the policy is to raise revenue for public goods, we have to benchmark

this in some way. So we consider a “benchmark” policy of raising the standard rate by a percentage

point (to 29.5%) but keeping the top rate the same. We then calculate the fall in the fraction of

the population of workers becoming inventors per dollar of tax revenue in both cases.43 This is

equivalent to a (marginal) deadweight cost per tax dollar. We denote the loss of inventors per

tax dollar due to the higher top rate policy as γ(τ1) and the corresponding deadweight for the

benchmark policy of raising the standard rate as γ(τB) . We then repeat these calibrations under

various assumptions about the utility function.44

As is standard in public finance, the deadweight cost crucially depends on a behavioral elasticity,

which in our context captures the extent to which number of people choosing an inventor career

responds to the change in the certainty equivalent wage induced by changes in the tax system.

However, this elasticity cancels out when we express the relative innovation loss of any policy change

relative to the benchmark policy change described above. In other words, we focus on a summary

statistic γ = γ(τ1)
γ(τB)

, which we can calibrate based only on the empirical income distribution of

inventors, without knowledge of the behavioral elasticity, and which captures the relative efficiency

loss from increasing the top marginal tax rate compared to our policy benchmark of the change in

42Indeed, beyond inventors, many other agents are involved in the innovation process, for instance firms and
financiers, for whom the returns to innovation may not be analogous to a random draw (e.g. because they hold
large and diversified portfolios of innovations). Moreover, our analysis does not take general equilibrium effects into
account.

43We compute the fall in the fraction of the population of workers becoming inventors based on the change in
the certainty equivalent implied by changes in the tax system. Appendix B describes this and all other steps of the
calibration in detail.

44Specifically, we consider CRRA utility functions with coefficients of relative risk aversion equal to 0 (i.e linear
utility), 0.5, 1 (i.e. log utility), 1.5 and 2, respectively.
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the standard tax rate (Appendix B.3.1 provides a full derivation of these results).

We present the value of γ in Figure 17 for different levels of the coefficient of relative risk aversion

in the utility function. The first bar is 100% for a CRRA parameter equal to 0 (linear utility):

when people are risk neutral, there is no difference in changes in top and standard tax rates. As

we move to the right in Figure 18, we consider increasing levels of risk aversion. The height of the

bars falls indicating the welfare loss from raising top taxes is diminishing as risk aversion increases.

It is about a quarter of the innovation loss of the benchmark policy when CRRA = 0.5 and only

2% of the benchmark policy when CRRA = 1.5.45

The intuition behind the result is clear. The innovation loss from high top tax rates is to

discourage entry into the riskier R&D sector - if an inventor is lucky and wins a very valuable

innovation, she will be penalized more by high tax rates. But since the returns to innovation are

so skewed, most inventors obtain only low returns. There can be considerable differences in income

in the tails, but the utility difference will be much less due to the concavity of the utility function.

The generality of this result should not be overstated. It is a theoretical result based on cali-

brated parameters in a standard expected utility set-up, which crucially depends on the assumption

that the income process for inventors is as good as random. If inventors are not fully rational ex-

pected utility maximizers, they may well behave differently. Furthermore, even in the context of

the model it may be that potential inventors are better at predicting their expected income than

we assume. If there was no uncertainty about the returns to innovation, then the results would no

longer hold.46Finally, our evidence does not shed light on broader effects of changes in tax rates on

innovation dynamics.47

While these caveats must be kept in mind, our point is still an important one: we show that the

45 Appendix B shows some other illustrations of this effect when looking at larger changes in top taxes and additional
thresholds. We show that the skewness of the earnings distribution drives our quantitative results: in the presence of
concave utility and stochastic payoffs, taxes have a lower efficiency cost for very skewed payoff distributions compared
with less skewed ones.

46There is a recent empirical literature on the impact of top tax rates on inventor mobility. Akcigit et al. (2015)
find that differences in top marginal tax rates across countries effect mobility decisions of inventors. However, whilst
statistically significant the magnitude of the effect is quantitatively small in line with our calibrations. Moretti and
Wilson (2015) find larger effects when looking at inventor mobility across states in response to changes in top income
tax rates. This within US analysis is interesting but it does not speak to the issue of whether people are more likely to
choose an inventor career, as the empirics work from mobility once people have already chosen to become inventors.

47In particular, it could be the case that the returns to innovation are much less skewed for a number of agents
who play a crucial role in the innovation process and hold a large and diversified portfolio of innovations, for instance
investors (venture capital firms, etc.) and R&D lab managers or CEOs. In other words, it could be that an increase
in top tax rates would lead these agents to exert less effort at the margin, because there is a tight link between
their effort level and their financial rewards (in contrast with what the data suggests for inventors themselves). For
example, Aghion et al. (2015a) suggest that the returns to innovation are broadly shared, much beyond inventors,
and that innovation has contributed to the increase in top income inequality in recent decades.
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effect of top tax rates on the key individuals in the innovation process - the inventors themselves -

is likely to be small due to the skewness and randomness of the payoffs.

VII Conclusion

In this paper we describe the lifecycle of inventors using a match between 1.2m patentors during

1996-2014 with administrative tax data from the IRS. We are able to follow potential inventors

from their conditions at birth (parental income, gender and race), while growing up (neighborhood,

school text scores, college attended) and finally in the labor market (their income profiles). We

show that parental characteristics matter a lot: the rich, white and male are much more likely to

grow up to be inventors than the poor, female and black. Early math test scores account for a third

of the inventor gap for income, a tenth for the black-white difference and almost nothing for gender.

Focusing on the differences by parental income, two elements prove to be key. First, the innovation-

relevant human capital gap between rich and poor opens up as they go through school, and by the

time they reach college parental income makes relatively little difference. Second, children who are

most exposed to innovation through their parents, mentors or neighborhoods are much more likely

to become inventors.

These findings suggest there are environmental barriers to disadvantaged groups in acquiring

the human capital that is complementary with innovation. The predictions of standard “rational

sorting” models that inventors from disadvantaged groups should be of higher quality (in terms of

patent citations and early ability) is not born out by the data. We discuss an extension to the sorting

model of inventor careers in which some individuals underestimate the benefits of a career as an

inventor through less exposure and show that its predictions are broadly consistent with the data.

Policies that reduce the income-related test score divergence (particularly for children in the top

decile of early math achievement) are beneficial from an equity stance, but might also be beneficial

from an efficiency perspective as they have the potential to increase the degree of innovation and

growth in the US economy. Through a series of calibrations, we have shown that such “extensive

margin” innovation policies drawing talented low-income individuals into innovation may be very

effective at stimulating innovation, probably more than top income tax policies.

There are many more aspects of the data we have discussed here that could be used to inform the

next generation of innovation models. How important is entrepreneurship in enabling innovators

to successfully monetize high-quality inventions? Can we bring more structural models to bear on

the inventor career model in order to consider counter-factual policies? How important are firm
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policies in better attracting and incentivizing inventors? And could the same forces which influence

whether a person becomes an inventor hold true for other elite occupations? These are some of the

fascinating questions our research agenda opens up for the next generation of innovation theories

and policies.
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Panel A: Decomposition Using 3rd Grade Math Score

Patent Rate
(per 1000 Individuals)

Gap Relative to Above p80 
Group

Above 80th Percentile of parent income 1.93

Below 80th Percentile 0.52 1.41

Below 80th Percentile.(Reweighting Scores) 0.95 0.97

% of gap accounted for by 3rd grade scores
30.9%

(s.e. = 8.5%)

Panel B: Decomposition using later grades

% of gap accounted for by 4th grade scores 36%

% of gap accounted for by 5th grade scores 39%

% of gap accounted for by 6th grade scores 45%

% of gap accounted for by 7th grade scores 51%

% of gap accounted for by 8th grade scores 53%

Average percentage point change per grade 4.6

Table 1: Fraction of Gap in Patenting by Parental Income accounted for by 
differences in Math Test Scores

Notes: This is a DiNardo, Fortin and Lemieux (1996) decomposition of the difference in innovation rates among children of the “rich” (top quintile of income) and 
all others (see text) using the NYC test score data combined with our IRS-USPTO match. We divide the math distribution into vingtiles and give the low-income
Children the test score distribution of the rich and re-calculate the implied innovation rates (re-weighting scores).

Table 2: Fraction of Gap in Patenting by Gender accounted for by differences in 
Math Test Scores

Panel A: Decomposition Using 3rd Grade Math Score

Patent Rate
(per 1000 Individuals)

Gap Relative to Above p80 
Group

Men 1.36

Women 0.47 0.89

Women (Reweighting Scores) 0.50 0.86

% of gap accounted for by 3rd grade scores 3.7%

Panel B: Decomposition using later grades

% of gap accounted for by 4th grade scores 2%

% of gap accounted for by 5th grade scores 2.9%

% of gap accounted for by 6th grade scores 4.5%

% of gap accounted for by 7th grade scores 6.4%

% of gap accounted for by 8th grade scores 8.7%

Average percentage point change per grade 1.7%

Notes: This is a DiNardo, Fortin and Lemieux (1996) decomposition of the difference in innovation rates among boys and girls (see text) using the NYC test
score data combined with our IRS-USPTO match. We divide the math distribution into vingtiles and give the girls the test score distribution of the boys and re-
calculate the implied innovation rates (re-weighting scores).
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Dependent variable:
(1)

Fraction
Inventors

(2) 
Fraction Inventing 

in Category

(3) 
Fraction Inventing 

in Sub-Category

(4) 
Fraction Inventing 

in Class

(5) 
Fraction Inventing 

in Class

Fraction Inventors in 
Father’s Industry

0.250***
(0.0276)  

Fraction in Category in 
Father’s Industry

0.162***
(0.0166)  

Fraction in Sub-Category in 
Father’s Industry

0.154***
(0.0168)  

Fraction in Class in Father’s 
Industry

0.0780***
(0.0136) 

0.0601***
(0.0129) 

Fraction in same Sub-
Category but other Class

0.00438***
(0.00083)  

Fraction in same Category 
but other Sub-Cat.

0.00006
(0.00040) 

Fraction in other Category
0.00021***
(0.00005) 

Cells Father’s industry
Father’s 

industry*category

Father’s 
industry*sub-

category

Father’s 
industry*technology 

class

Father’s 
industry*technology 

class

Observations 345 2,415 12,765 153,525 153,525

Table 3: Children’s Patent Rates vs. Patent Rates in Father’s Industry

Notes: Standard errors are clustered by 345 industries. Column (2) includes 7 category fixed effects; column (3) includes 37 sub-category fixed 
effects; columns (4) and (5) include 450 technology class fixed effects. The sample is children whose parents are not inventors.

(1) (2) (3) (4) (5) (6) (7) (8)

Dependent Variable: 
Fraction Children 
inventing 

Fraction 
inventing

in CZ

Dummy if 
individual 
invented

Fraction
Inventing in 

in cell

Fraction
Inventing in cell

Fraction
Inventing in in 

cell

Fraction
Inventing in 

cell

Fraction
Inventing in 

cell

Fraction
Inventing in cell

Parent’s CZ patent rate
2.906***
(0.435) 

3.098***
(0.572)

Parent’s CZ patent rate
in Category

1.724***
(0.409) 

1.378***
(0.396)

1.955***
(0.448)

Parent’s CZ patent rate 
in Sub-Category

1.509***
(0.386) 

Parent’s CZ patent rate 
in Technology Class

1.136***
(0.194) 

1.050***
(0.173)  

Parent’s CZ patent rate 
in same Sub-Category, 
other class

-0.0005
(0.0064) 

Parent’s CZ patent rate 
in same category but
other Sub-Category

-0.0018
(0.0027) 

Parent’s CZ patent rate 
in other category

0.0053***
(0.0007) 

Fixed effects
None Child CZ Category

Child CZ & 
Category

Parent NAIC & 
Category

Sub-
Category

Technology 
Class

Technology 
Class

Cells
Parent CZ Individual

Parent 
CZ*category

Child 
CZ*Parent 

CZ*Category

Parent 
CZ*Parent 
NAIC*Cat.

Parent 
CZ*Sub-
category

Parent 
CZ*technolo

gy class

Parent 
CZ*technology 

class

Observations 390 5,452,642 2,730 1,554,973 1,642,193 14,430 173,550 173,550

Table 4: Children’s Patent Rates vs. Patent Rates in Neighborhood

Notes: Standard errors clustered by 390 Commuting Zones (CZ) where children grew up (“parent’s CZ”). Columns (2) and (4) include current CZ as of 2012 (“child’s CZ)
fixed effects. Sample is children whose parents were not inventors. 
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Raw Mean Reweighted on 3rd Grade Scores Reweighted on Income

Figure 6: Patent Rates by Race and Ethnicity in New York City Public Schools
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Figure 9: Patent Rates vs. Parent Income Percentile in 10 Most Innovative Colleges
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Figure 11: The Origins of Inventors
Patent Rates per 1000 Children by CZ where Child Grew Up

Notes: “Insufficient data” is CZ with under 500,000 children

Figure 12: Patent Rates of Children who Grow up in a Commuting Zone vs. Patent 
Rates of Adults in that Commuting Zone (100 Largest Commuting Zones)
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Figure 13: Percent of Inventors who are Female by State where Child Grew Up
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Figure 14: Distribution of Inventors’ Mean Individual Income Between Ages 40-50

p50 = $114K p95 = $491K p99 = $1.6m

Mean income: $192K
Top 1% income share: 23%
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Figure 15 Panel E: Median Earnings Around Patent Application by Patent Quality
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Notes: These are the losses in the fraction of inventors from changing the rate of top income taxes by 1% compared to a benchmark policy of 
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APPENDICES (NOT INTENDED FOR PUBLICATION UNLESS

REQUESTED)

APPENDIX A: DATA
A.1 Data Preparation

• Suffix Standardization. Suffixes may appear at the end of taxpayers’ first, middle, or last

name fields. Any time any of these fields ends with a space followed by “JR”, “SR”, or a

numeral I-IV, the suffix is stripped out and stored separately from the name49.

• First name to imputed first/middle name. The USPTO separates inventor names into

“first” and “last,” but the IRS often separates names into first, middle, and last. In practice,

many inventors do include a middle initial or name in the first name field. Whenever there

is a single space in the inventor’s first name field, for the purposes of matching, we allow the

first string to be an imputed first name, and the second string to be an imputed middle name

or initial. The use of these imputed names is outlined below.

A.2 Pseudocode for Match on Name and Location

The exact matching stages are as follows. We conduct seven progressive rounds of matching.

Inventors enter a match round only if they have not already been matched to a taxpayer in an

earlier round. Each round consists of a name criterion and a location criterion. The share of data

matched in each round is noted, with an impressive 49% being exact matches on the first stage.

• The matching algorithm takes as input a relation of inventor data and five relations of IRS

data:

– Input relations:

∗ Inventors(inv id, first, last, imputed first, imputed middle, suffix) - directly from

USPTO

∗ NamesW2(irs id, first, middle, last, suffix) - all names used by individual on W2

information returns; name field is recorded as first, middle, and last

∗ Names1040(irs id, first, middle, last) - all self-reported names from 1040 forms50

49Numerals I and V are only permissive suffixes at the end of a last name field, as these may be middle initials in
a middle name field.

50We only take names off of 1040s for those who file singly because it proved difficult to parse names of those list
them jointly
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∗ Nameln1W2(irs id, fullname) - all names from W2, but a separate variable not

recorded as first, middle, last that was more frequently present

∗ CitiesW2(irs id, city, state) - all cities reported on W2

∗ Zips1040(irs id, name) - all zip codes reported on 1040

– Output relation:

∗ Unique-Matches (inv id, irs id)

• Stage 1: Exact match on name and location.

– Name match: The inventor’s last name exactly matches the taxpayer’s last name. Either

the inventor’s first name field exactly matches the concatenation of the IRS first and

middle name fields or the IRS middle name field is missing, but the first name fields

match. If an imputed middle name is available for the inventor, candidate matches are

removed if they have ever filed at the IRS with a middle name or initial that conflicts

with the inventor’s.

– Location match: The inventor’s city and state must match some city and state reported

by that taxpayer exactly.

– 49% of patents are uniquely matched in this stage.

• Stage 2: Exact match on imputed name data and location.

– Name match: The inventor’s last name exactly matches the taxpayer’s last name and

the taxpayer’s last name is the same as the inventor’s imputed first name. Either the

inventor’s imputed middle name/initial matches one of the taxpayer’s middle/initial

name fields, or one of the two is missing. For inventors with non-missing imputed

middle names, priority is given to matches to correct taxpayer middle names rather than

to taxpayers with missing middle names. As above, candidate matches are removed if

they have ever filed at the IRS with a conflicting middle name or initial.

– Location match: As above, the inventor’s city and state must match some city and state

reported by that taxpayer exactly.

– 12% of patents are uniquely matched in this stage.

• Stage 3: Exact match on actual or imputed name data and 1040 zip crosswalked.
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– Name match: The inventor’s last name exactly matches the taxpayer’s last name. The

inventor’s first name matches the taxpayer’s first name in one of the following situations,

in order of priority:

1. Inventor’s firstname is the same as the taxpayer’s combined first and middle name.

2. Inventor’s imputed firstname matches taxpayer’s and middle names match on initials.

3. The inventor has no middlename data, but inventor’s firstname is the same as the tax-

payer’s middle name.

– As always, taxpayers are removed if they are ever observed filing with middle names in

conflict with the inventor’s.Location match: The inventor’s city and state match one of

the city/state fields associated with one of the taxpayer’s 1040 zip codes.

– Location match: The inventor’s city and state match one of the city/state fields associ-

ated with one of the taxpayer’s 1040 zip codes.

– 3% of patents are uniquely matched in this stage.

• Stage 4: Same as previous stage, but using 1040 names instead of names from W2’s.

– Name match: The inventor’s name matches the name of a 1040 (or matches without

inventor’s middle initial/name, and no taxpayer middle initials/names conflict with in-

ventor’s).

– Location match: The inventor’s city and state must match some city and state reported

by that taxpayer exactly.

– 6% of patents are uniquely matched in this stage.

• Stage 5: Match using W2 full name field.

– Name match: The inventor’s FULL name exactly matches the FULL name of a taxpayer

on a W2.

– Location match: The inventor’s city and state match one of the city/state fields associ-

ated with one of the taxpayer’s 1040 zip codes.

– 8% of patents are uniquely matched in this stage.

• Stage 6: Relaxed match using W2 full name field.
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– Name match: The inventor’s full name (minus the imputed middle name) exactly

matches the full name of a taxpayer on a W2.

– Location match: The inventor’s city and state match one of the city/state fields associ-

ated with one of the taxpayer’s 1040 zip codes.

– 1% of patents are uniquely matched in this stage.

• Stage 7: Match to all information returns.

– Name match: The inventor’s full name exactly matches the full name of a taxpayer on

any type of information return form.

– Location match: The inventor’s city and state match one of the city/state fields associ-

ated with one of the taxpayer’s information return forms.

– 6% of patents are uniquely matched in this stage.

A.3 Final matched sample

As noted in the text we matched 88% of inventors in the 200s and 80% in the 1990s. The

match seemed balanced by characteristics of the patents such as citation rates, number of claims,

technology class, zip code, etc. The match rate is slightly lower among self-assigned patents.

APPENDIX B: LIFECYCLE MODEL OF INNOVATION

B.1 Basic Set up
B.1.1 Model

We sketch a simple inventor lifecycle model. Consider a two period model. In period 1, individ-

ual i begins with an endowment of human capital we call “ability” (ai). Their human capital then

evolves over the course of their schooling increasing by si which is determined by family, school and

neighborhood quality. Initial ability is complementary with future learning and parental income

is positively associated with both initial ability and subsequent inputs. We initially assume these

are exogenous, but later allow si to be endogenous. After acquiring human capital, Hi = H(ai, si),

individuals enter the labor market in period 2 and choose an occupation. For now we consider just

two possible occupations: the R&D sector and the Non-R&D sector.
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Wages in the non-R&D sector are w̃ + ρHi .51 The expected utility (V N ) for working in the

non-R&D sector will depend on idiosyncratic tastes for working in this sector which we denote in

utility terms as vNi . There is also a tax schedule T(.) which we will allow to be non-linear with

a higher marginal rate above an upper threshold. So V N
i = u[T (w̃ + ρHi)] + vNi where u[.] is a

utility function over consumption.

In the R&D sector workers also receive a deterministic base wage ρHi but also have a chance of

receiving an additional stochastic reward from innovation. We assume that those with more human

capital have a higher chance of successfully innovating, so the additional (potential) innovation

reward is π(Hi), with π′(Hi) > 0. For simplicity we parameterize this as π(Hi) = πHi, We allow

a taste term for the R&D sector vRi which implies that the expected value of choosing to work in

the R&D sector is:

V R
i = Eπ(u[T (ρHi + πHi)]) + vRi

where Eπ(.) is the expectations operator taken over the stochastic innovation variable π.

We now introduce the idea that some individuals who are less exposed to inventors underesti-

mate the real returns to invention. The perceived value of a career in the R&D sector is:

V PR
i = λiV

R
i + (1 − λi)Eπ(u[T (ρHi + η)]) + vRi

where 0 ≤ λ ≤ 1 and η < πHi. With probability λ an individual has the correct (full informa-

tion) on the true value of being in the R&D sector,V R
i . But with probability 1 − λ the individual

believes that the chances of innovation are lower than they actually are.52 The idea is that greater

exposure to innovation will increase the chance that an individual believes λ = 1. If this exposure

is greater for some groups than others (such as rich vs. poor), this will be a cause of there being

fewer poor (but equally able) inventors.

Define the difference between the perceived value of the R&D sector vs. the non-R&D sector

as:

ϕi = V PR
i − V N

i = λiEπ(u[T (ρHi + πHi)]) + (1 − λi)Eπ(u[T (ρHi + ηπHi)]) − u[T (w̃ + ρHi)] + ṽi

51This w̃ could in principle be negative but the evidence in Stern (2004) suggests that it is positive when looking at
multiple job offers for post-doctoral biologists. Scientists “pay” about 15-20% of their entry salaries to be scientists.

52Formally, the agent underestimates the extent of the complementarity between innovation and human capital. If
the formulation was ηHi with η < π this would be like a “tax” on groups who receive less than their productivity
in an occupation. There would still be rational sorting for less informed agents in this world (although less of it)
because the very talented would still be prepared to go into the R&D sector as their wage would be sufficiently high
to compensate them for the tax.
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with ṽi = vRi − vNi .

Whether an individual chooses the R&D sector will depend on the sign of ϕi. If we define I(ϕi)

an indicator function equal to one if ϕi > 0 and zero otherwise, then to calculate the number of

inventors we simply have to integrate I(ϕi) across individuals. To calculate the fraction of a group

(low income kids, minorities or women) who become inventors we integrate over the individuals in

the relevant group.

The comparative statics of the model are straightforward.

1. Inventor probability increases with the correct information/exposure to the R&D sector

∂ϕi
∂λi

= Eπ(u[T (ρHi + πHi)]) − Eπ(u[T (ρHi + η)]) > 0

2. The probability of being an inventor increases with human capital (since ∂ϕi
∂Hi

> 0 and λ ≥ 0)

This is because of the complementarity between human capital and the probability of innovation

(i.e. π > 0). A corollary is that inventor probability also increase with initial ability so long as

∂Hi
∂ai

> 0

3. Inventor probability increases with the relative preference for the R&D sector

∂ϕi
∂ṽi

> 0

4. On the margin, high human capital agents will be more likely to enter the R&D sector as

their information improves than low human capital agents

∂2ϕi
∂Hi∂λi

> 0

Corollary A. Groups with higher average values of information, initial ability, human capital

and/or a preference for the R&D sector will have a higher fraction of inventors.

Corollary B. A group which is badly informed is less positively selected (in terms of human

capital) into the R&D sector

Notice that are two types of welfare gains in the model from increasing λ. First, if there are

simply too few inventors from the Social Planner’s perspective (e.g. because of knowledge exter-

nalities) then a higher λ will help address this. Second, a higher λ should improve the composition

of inventors as the new inventors will come disproportionately from the high human capital agents.

This is the essence of Corollary B which gives a different result from the basic rational sorting

model.

To take an example, say that there are two groups, rich and poor. The rich have λ = 1 and the

poor have λ = 0. Human capital and preferences for working across the sectors are heterogeneous

across individuals but identically distributed in the two groups. Since some of the poor will have

a strong preference for the R&D sector some will become inventors, but they will be on average of
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lower human capital compared to inventors from rich families. As we increase λ for the poor, the

individuals who choose to enter the R&D sector will be the most talented of the poor. At some

point the average human capital of inventors will be the same for the two groups. So an increase in

λ not only increases the number of inventors it also increases the average quality, which will have

a stronger effect on successful innovation than simply adding another inventor of the same average

incumbent ability.

B.1.2 Empirical Implications

We find support for several of the predictions of the model. First, the evidence of the strong

correlation between early math test scores and inventor status is consistent with result 2, as is the

college-innovation relationship. Second, we find that people more exposed to innovation (even by

class of technology) are more likely to become inventors which is consistent with result 1.

A criticism of this result is that the exposure measure may reflect other mechanisms. For

example, rather than increasing λ, exposure might work through increasing ṽi, the preference for

an R&D career. In terms of welfare, if the main concern is insufficient numbers of people (of all

ability) choosing to be inventors then it does not matter too much whether a policy of exposure

works through information or preferences. However, it is unclear that just shifting preferences will

have any implications for talent misallocation.

B.2 Extensions

There are many extensions that can be made to the basic model which we now consider.

B.2.1. Endogenous acquisition of Human Capital

In stage 1 we can allow agents to invest in their own human capital. Following Hsieh et al.

(2013) we can model this as a “goods tax” (τg) on human capital investment that is higher for some

groups than others.53 This is a reduced form way of capturing things like poorer schools in poor

neighborhoods. Those who have a low value of λ will rationally choose to invest less in their human

capital all else equal. So this will compound the degree of misallocation. Disadvantaged young

people perceive a lower return from their talents, invest less and so make their miss-perceptions

self-fulfilling. There is evidence that experiments to improve the information of disadvantaged kids

can make them more likely to attend college (e.g. Hoxby and Turner (2015); McNally (2013)). In

the context of our model this mean they have a greater chance of becoming an inventor.

53They also allow for direct discrimination in the labor market whereby some disadvantaged groups obtain a lower
wage for their marginal product than others. This is unlikely to be an issue in our context for children from low
income families, but it might be for women and minorities. In any case, this turns out to be observationally equivalent
to (τg).
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B.2.2. Multiple Occupational Sectors

We have simplified our model into having two sectors, but there is no difficulty in allowing

multiple sectors. One complication arises between general and occupational specific human capital

in such a model, however. In our set-up general human capital gives agents a comparative advantage

in the innovation sector. In a multi-occupational Roy model it makes more sense to distinguish

between different talents in different sectors. Agents can be born with an initial draw of such talent

and will allocate themselves (possibly with endogenous skill acquisition) across these sectors.

B.3 Top Rates of Income Tax: A Simple Calibration

In this sub-section we use the model developed above to consider a quantification of the impact

of changing top tax rates on the incentives to become an inventor. We simulate this using our

empirical data. Increasing the top tax rate has a benefit that it brings in more revenue to spend

on public goods, so when considering such a tax policy change we have to benchmark this in some

way to make it revenue neutral. We benchmark against increasing the standard rate of tax so that

we consider how raising a dollar through increasing the top tax rate compares with raising a dollar

through increasing the standard rate. Our calculations are equivalently to thinking of how cost

effective it would be to incentive innovation by reducing the top rate of tax.

B.3.1 Calibration Framework

Step 1. We start with a nonparametric estimate of the pre-tax empirical earnings distribution in

the innovation sector. Our proxy for the “permanent income” of an inventor is the average “adjusted

gross income” (reported on 1040 Forms) of an inventor between age 40 and 45, minus their spouse’s

wage income (reported on the spouse’s W2 Forms). This measure include the inventor’s wage and

non-wage income, such as royalties. Our estimate of the empirical earnings distribution is thus

simply the percentiles of the observed income distribution. For the rest of the calibration, we work

with these 100 cells.

Step 2. Next, we compute expected utility in the innovation sector under various assumptions

about the utility function and about the tax regime. Specifically, we consider various CRRA utility

functions, u(c) = c1−δ

1−δ where c = consumption and the relative risk aversion parameter is δ. We

examine δ of 0 (i.e linear utility), 0.5, 1 (i.e. log utility), 1.5 and 2 respectively. We also consider

various tax regimes. The status-quo tax regime τ̄ approximates the US tax system, with a tax rate

of 28.5% below $439,000 and of 40% above. We then consider a tax regime which keeps the same

top tax rate (40%) but increases the standard tax rate by one percentage point to to 29.5% - we

will refer to this scenario as the “benchmark policy change” (τB) relative to the status quo. We
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then consider tax regime τ1 with the same standard tax rate (28.5%) but increasing the top tax by

one percentage point to 41%. We will make comparisons between the various tax regimes in terms

of “fall in innovation per dollar of revenue raised”, so that any increase in top taxes is revenue

neutral compared to the alternative policy of simply increasing the standard rate. In other tax

policy experiments we consider tax regimes similar to the status-quo tax regime but introducing

an additional top tax threshold with a tax rate of 60% beyond this threshold.

We use the estimated empirical earnings distribution (the 100 cells from Step 1) and apply the

tax regime to obtain post-tax earnings at each point of the income distribution. We then apply

the utility function (assuming that consumption is equal to earnings, i.e. there are no savings) to

obtain utility in each of the 100 cells, and finally we average over all cells to obtain expected utility.

Likewise, we obtain expected tax revenue under each tax regime.

Step 3. For each tax regime and degree of risk aversion, we compute the “certainty equivalent”

(post-tax) wage. The certainty equivalent wage governs the inventor’s decision of whether to enter

the (risky) R&D sector, as opposed to joining the (safe) non-innovation sector. We assume that

there is uncertainty over earnings only in the innovation sector and that each inventor has a “safe”

outside option, in the form of a fixed (post-tax) wage in the non-innovation sector. The certainty

equivalent is the fixed wage level such that the agent is indifferent between getting this wage for

certain (in the non-innovation sector) and drawing from the empirical earnings distribution in the

innovation sector. The assumption that tax policy changes do not affect wages in the non-R&D

sector is make for analytical simplicity54 and show in sub-section B.3.3 that this can be relaxed and

does not drive our quantitative results (in sub-section B.3.3. we adopt a more parametric approach

and specify an earnings distribution for inventors both inside and outside of the R&D sector).

In Step 3, the certainty equivalent is obtained very simply by starting from the expected utility

computed in Step 2 and inverting the utility function to recover the certainty equivalent (post-tax)

wage.

Step 4. Given the results from step 3, we compute the change in certainty wage equivalent dW
dτ

for each tax regime τ , relative to the status quo tax regime.

Step 5. Finally, we compute the change in the fraction of people becoming inventors in response

to a change in taxation. Formally, this is equivalent to the (marginal) deadweight cost of taxation

54In other words, the certainty equivalent responds to tax policy changes only to the extent that they affect expected
utility in the innovation sector. This is in line with our general focus on the effect of taxes on inventors and it greatly
simplifies the calibration because we do not need to estimate the (counterfactual) earnings distribution the inventors
would have obtained had they worked outside of the innovation sector. One way to motivate this assumption is that
the changes in tax policy we consider are in a range that is well above the certainty equivalent wage for inventors.
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per dollar of tax revenue raised by the government (denoted γ(τ)) when switching from the status

quo policy τ̄ to the new tax regime τ . We normalize the total labor force to 1 and denote by φ the

fraction of the labor force choosing to work in the R&D sector. We also compute the expected tax

revenue from inventors under each tax regime.

We want to estimate the following quantity:

γ(τ) =
dφ
dτ

φE[Rτ −Rτ̄ ]

= ε
dW
dτ

W τ̄

1

E[Rτ −Rτ̄ ]

where dφ
dτ is the change in the fraction of the labor force in the R&D sector as a result of the

policy change, and Rτand Rτ̄ are the amount of revenue raised under the new and status quo tax

regimes, respectively. The expectation is taken with respect to the empirical earnings distribution.
dW
dτ
W τ̄ is the percentage change in the certainty equivalent wage (W ) between the new tax regime

and the status quo, and ε is the elasticity of occupational choice with respect to the change in

the certainty equivalent. By definition, ε =

(
dφ
dτ
φ

)
/

(
dW
dτ
W τ̄

)
, i.e. if the certainty equivalent wage

decreases by 1% in the new tax regime, the fraction of the labor force going into innovation decreases

by ε%.

As is standard in public finance, the deadweight cost (innovation impact in our application)

of tax crucially depends on a behavioral elasticity, here denoted ε. To make the point that γ(τ)

is small for increases in top tax rates, we do not need to estimate the value of ε. Instead, we

express everything relative to the benchmark policy change, denoted τB (increasing the tax rate

below $439,000 from 28.5% to 29.5%). Under the assumption of a constant elasticity, we obtain:

γ(τ)

γ(τB)
=

dW
dτ
dW
dτB

E[Rτ
B −Rτ̄ ]

E[Rτ −Rτ̄ ]

We know
dW
dτ
dW

dτB

from Step 3 and E[Rτ
B−Rτ̄ ]

E[Rτ−Rτ̄ ] from Step 2. Hence, we can summarize the impact of

a top tax change on the amount of inventors, by examining how the tax change effects the utility

(certainty equivalent) of going into the innovation sector.

To summarize, the calibration is based on the following steps:

1. Get the 100 percentiles of the distribution of earnings for inventors between age 40 and 45

from 1040 Forms.

2. Calculate expected utility and expected tax revenue in the innovation sector under the various

tax regimes and utility functions.
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3. Calculate the certainty equivalent (post-tax) wage under the various tax regimes and utility

functions.

4. Compute the change in the certainty equivalent (post-tax) wage relative to the status quo,

for each tax regime and utility function.

5. Using the previous estimates, compute the fall in innovation per dollar of tax revenue raised

for each tax policy change, relative to the benchmark policy change. Repeat for the various

utility functions.

Sub-section B.3.2 below reports these results and discusses the role of risk aversion. Section B.3.3

moves to a more parametric framework to illustrate the role of skewness of the earnings distribution

in generating these results.

B.3.2 Magnitude of the Innovation effect and The Role of Risk Aversion

Figure 17 reports the value of the ratio γ(τ1)
γ(τB)

, defined as above, where τ1 is the tax policy

regime increasing the top tax rate, but keeping the standard rate fixed (i.e. tax rate of 28.5%

below $439,000 and a 41% tax rate above this threshold). Under risk neutrality (linear utility), by

definition the two policies have the same deadweight cost because the behavioral response is the

same (the inventor values an additional dollar the same at any point of the earnings distribution).

The figure shows that the relative efficiency cost steeply declines with the coefficient of relative

risk aversion. For standard values of the coefficient of relative risk aversion above 1, the efficiency

cost of the increase in top tax rates is one order of magnitude smaller than the efficiency cost of

the benchmark policy change. For a coefficient of relative risk aversion of 2, there is essentially no

effect on innovation.

Figure A18 illustrates the innovation loss relative to the benchmark for a number of other policy

changes, increasing the top tax rate above $439,000 to 41%, 45%, 50%, 60%, etc. up to 95%. The

innovation loss is of course increasing in the tax rate, but the figure shows that the magnitude

of the efficiency loss always remains very small (below 12% of the loss in the benchmark policy

change) for reasonable values of the coefficient of relative risk aversion, above 1.

Figure A19 takes this point one step further by showing the effect of introducing a new top tax

bracket with a 60% top tax rate above a variety of thresholds ($439,000, $800,000, $1.6m, $4m,

$10m, $20m, and $30m). The figure shows that “millionaire taxes” have extremely small innovation

losses, equal to at most a couple of percents of the innovation loss of the benchmark policy change.

The intuition behind this result is that changing the probability of extremely high payoffs does not
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affect the certainty equivalent wage by much, due to the concavity of the utility function.

All of this results are quantitatively equivalent when winsorizing the inventors’ empirical earn-

ings distribution to $100,000. In other words, the results are not driven by the fact that the

benchmark policy would have a comparatively large effect because it increases the tax rates on

much lower income levels (which are very rare levels of income in the population of inventors).

B.3.3 The Role of Skewness of income returns to being an inventor

To investigate the role of skewness in more detail we adopt a more parametric approach, spec-

ifying an earnings distribution for inventors outside of the R&D sectors, in order to show that for

very skewed pay-off function, taxes matter less than for less skewed ones in the presence of concave

utility. Consider lowering marginal tax rates on high income earners. Assume that the CDF of

the returns to innovation is F (π) and the CDF of the taste for the two sectors is G(v). Since the

baseline wage is common in both sectors except for a shift factor that is common across individuals

(above denoted w̃),we abstract away from this. The benefit of working in the R&D sector is:

ϕ = F0(π, v) = F (π(1 − τ)) −G(v)

Consider the effect of changing tax on the probability of going into the R&D sector:

∂φ

∂(1 − τ)
= f0E[u′(π(1 − t))π]

= f0
E[u′π]

Eπ
Eπ = f0ū

′I

where f0 is the PDF of F0 and ū′ is the profit weighted mean of marginal utility (u’ ). When

F (π(1− τ)) gets more skewed ū′ will get small, so the marginal effects of tax on entering the R&D

sector will also become small holding innovation revenue (I ) fixed.

The key aspect of the result is that for very skewed pay-off functions, taxes will matter less

than for less skewed ones in the presence of concave utility. To examine this further we calibrate

the model to some empirical distributions. To do this we put some more structure on the model.

We assume that innovation returns are Pareto distributed, tastes are log normally distributed and

utility takes the CRRA form (as above).We draw a million individuals from these distributions for

different levels of the Pareto tail parameter, α between 1.1 and 2. This determines the skewness

of the distribution ( α
α−1), with lower levels denoting a more skewed (“thick tailed”) distribution.

We then consider the effects of a one percentage point change in the top marginal tax rate from
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its current level US level (as discussed above). The mean effect of lowering marginal taxation for

different levels of skewness of the innovation returns is shown in Figure A20 (where we have used

a risk aversion parameter to be δ =1.5).

Lowering taxes always has a positive effect on innovation which is why all the values on the y-

axis are above zero. R&D falls by about 1% when skewness is 3 (α = 1.5) , for example. However,

as skewness increases, the marginal effect of taxation falls. When skewness is 5 (α = 1.25) the

marginal effect of innovation is about -0.20% and effectively zero for very high levels of skewness.

Our analysis of inventor careers showed heavy levels of skewness is consistent with other papers on

the distribution of patent values using other methods of valuing patents such as future citations,

patent renewal fees, licensing revenues or surveys of inventors.

B.4 Gifted and Talented Programs for the Disadvantaged

A supply side policy would be to increase human capital so that there are more highly skilled

people who could become inventors. We have seen that children born to poor parents appear to be

at a particular disadvantage in growing up to become inventors in later life and have argued that

this is, in large part due to their slower acquisition of human capital during school years rather

than “initial ability”. Test scores at grade 3 only accounted for 30% of the lower probability of

children from poorer families growing up to be inventors, whereas education by 22 years of age

could account for virtually all of the income-invention gap.

Card and Giulano (2014) finds evidence that a Gifted and Talented program particularly bene-

fited high ability children from lower income families. Tracking such children and putting them in

separate classrooms within public schools raised math and reading by 0.3 of a standard deviation.

Looking at the evidence from Figure 3, this implies that such a program would roughly double

the future invention rate among the treated group. Since the cost of this program was effectively

zero, such policies would seem very desirable on grounds of both equity and growth.55 By con-

trast, reducing top marginal tax rates is likely to have some cost in terms of lost revenue to the

government.

The pay-off in terms of innovation for such educational programs are long-term. The impact of

cutting marginal tax rates is somewhat speedier, although note that our model assumes that this

would effect the flow of new graduates into the R&D sector, rather than immediately affecting the

stock of inventors (it is different than an R&D tax credit in this respect).

55Another set of supply side policies would be the spreading of high performance school practices as detailed by
Fryer (2014) and many others. These seem to have particular benefits for disadvantaged children.
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B.5 A Simple Calibration of the Effect of Educational Supply-Side Policies

As discussed in Section VI.C, our estimates can be used to assess the potential gains from

supply-side (“extensive margin”) policies. Three sets of policy parameters are needed to compute

the effect of such policies on innovation. First, we must determine a “reference income group”

for which the rate of innovation is policy invariant. Both intuitively and on the basis of the

evidence presented in Card and Giulano (2014), supply-side policies will mostly affect disadvantaged

students. Accordingly, we consider three policy scenarios with various reference income groups: the

policy will reduce a certain fraction of the innovation gap between these (high-income) groups and

the rest of the population. Supply-side policies affect only students in families below the 90th

percentile of the income distribution in the first scenario we consider, below the 80th percentile in

the second scenario, and below the median in the third scenario. Second, we must determine the

fraction of the innovation gap between the reference group and the rest of the population that is

due to ability. We consider a scenario in which ability accounts for 30% of the gap (in line with

our empirical estimates of Table 1) and another scenario in which it accounts for half of the gap

(which we view as an upper bound). Finally, we must determine the fraction of the innovation gap

- after adjusting for ability - that can be closed by supply side policies. We consider a series of

scenarios in which the innovation gap between the reference group and the rest of the population

can be closed by between 5% and 50%, respectively.

Appendix Table B1: A Calibration of the Potential Gains from Supply-Side Policies,
% Increase in Inventor Population

Reference Group: Richest 10% Richest 20% Richest 50%

Share of Innovation Gap From Ability: 30% 50% 30% 50% 30% 50%

5% 7.5% 5.4% 5.2% 3.7% 2.1% 1.5%
10% 15.1% 10.8% 10.5% 7.5% 4.2% 3.0%

Fraction of the Ability-Adjusted 20% 30.2% 21.6% 21.1% 15.1% 8.5% 6.1%
Innovation Gap Closed by Policy: 30% 45.4% 32.4% 31.6% 22.6% 12.7% 9.1%

40% 60.5% 43.2% 42.2% 30.1% 16.9% 12.1%
50% 75.6% 54.0% 52.7% 37.7% 21.2% 15.1%

Appendix Table B1 reports the percentage increase in the population of inventors under these

various scenarios - the gains are in general very large. For each percentile of the income distribution,
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we compute the implied increase in the percentage of inventors and then average over the relevant

range of the income distribution. Alternatively, for each scenario the calculation can be carried out

in one step as follows:

%∆Inventors =
s× (1 − a) × (RI −RĪ) × (1 − P I)

RI × P I +RĪ × (1 − P I)
× 100

where s is the share of the (ability-adjusted) innovation gap closed by the policy, a is the share

of the initial innovation gap accounted for by ability (which by definition cannot be closed by

policy), RI is the average rate of inventors in reference income group I, RĪ is the average rate of

inventors in the rest of the population, and P I is the share of the reference income group in the

total population.

The benchmark scenario discussed in Section VI.C uses the top 10% as the reference group,

assumes that ability accounts for 30% of the innovation gap, and that policy can close 20% of the

ability-adjusted innovation gap. The increase in the number of inventors induced by the policy is

equal to over 30% of the inventor population.

Another useful benchmark to consider is based on the distribution of the innovation-income

gaps across states (where we consider state of birth). On average, the rate of inventors among

children in the top 20% of the family income distribution is 177% higher than for children in the

bottom 80%, but there is a lot of variation across states. The 5th percentile of the distribution of

innovation gaps across states is 132% (e.g. New Hampshire) while the 95th percentile is 222% (e.g.

Georgia). The 5th percentile of the distribution can be considered to be a “feasible benchmark”

that other states could potentially converge to.56 In other words, the innovation-income gap could

be reduced by 177−132
177 = 25.4%. Using a calculation similar to above57, this corresponds to a 38.4%

increase in the overall inventor population.

Regarding the composition effect, the data underlying Figure 2 shows that there is a 44%

gap between the 3rd grade test scores (expressed in standard deviations relative to the mean) of

inventors from high income families and those of inventors from families below the 80th percentile

in the income distribution. In Section VI.A, we have discussed that this difference can result from

the fact that high-ability children from low-income families are less likely to enter the R&D sector

56We have checked that, when expressed in percentages, the state income-innovation gap is not correlated with
either the state population or with the number of patents per resident. These results are available from the authors
upon request.

57The formula is
0.254 × (RI −RĪ) × (1 − P I)

RI × P I +RĪ × (1 − P I)
× 100

where I is the top 20% and Ī the bottom 80%.
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than their high-income counterparts because they have had less exposure to innovation. One way of

calibrating the magnitude of the composition effect is to consider hypothetical policies that would

keep constant the total number of inventors from low-income families going into the R&D sector

but that would bring into this sector a higher share of high-ability low-income children and a lower

share of low-ability low-income, compared to the current equilibrium. The composition can have

an effect on the overall rate of innovation (and growth) since higher ability individuals will produce

better innovations. The details of the calculation are reported below. We estimate the relevant

parameters and find that the composition effect is smaller than the level effect. The reason for this

is that the level effect is very large: intuitively, we found that innovation rates are very different

across groups (a tenfold difference), while test scores conditional on innovation (innate ability of

individuals going into innovation) are much more similar.

The magnitude of the composition effect can be calibrated as follows:

%∆Innovation =
s̃× (QI −QĪ)

QĪ
· QĪ × (1 − P I)

QI × P I +QĪ × (1 − P I)
× 100

where QI is the expected amount of (quality-adjusted) innovations over the course of the career

of an inventor in the reference income group I (QĪ is the same in the rest of the population) and

s̃ is the share of the “quality-adjusted innovation gap” (QI −QĪ) between the two income groups

that can be closed by policy. Thus, the first term in the formula is the share of the quality-adjusted

innovation gap that can be closed by policy and the second term is the share of total quality-adjusted

innovations that is accounted for by the low-income group. Consider an example where the reference

group I is children from families in the top 10% of the income distribution. In the data, I represents

34% of quality-adjusted innovation (as measured by citation-weighted patents). We also observe

that these inventors have third-grade test scores that are 44% higher than inventors in the rest

of the distribution. Under the assumptions (i) that a percent increase in third-grade test score

corresponds to a one percent increase in expected quality-adjusted innovations during an inventor’s

career, and (ii) that supply-side policies can close 20% of the gap in third-grade test scores, then

such policies would increase innovation by just under 6% (0.20 × 0.44 × (1 − 0.34) = 5.81%).
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Figure A5: Concentration of Innovation Among Graduates of Selected Colleges
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Figure A9: Percentage of Children Patenting in Same Technology 
Class, Sub-Category, or Category as Father
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Figure A10: Children’s Patent Rates vs. Patent Rates in Father’s Industry

Linear regression coefficient = 0.250
(0.0276)
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Figure A11: Effect of Class-Level Patent Rates in Father’s Industry by Distance
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Figure A12 Effect of Class-Level Patent Rates in Neighborhood by Distance
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Figure A13:
Female Inventor Share vs. Gender Stereotype Adherence on 8th Grade Tests
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Figure A14: Decomposition of Mean Income by Income Percentile of Inventors

Total Indiv. Income Non-wage income Wages Royalties



01/06/2016

26

Figure A15 Panel A: Age Distribution of Patent Applicants in 2000
Conditional on grant by 2012
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Figure A15 Panel B: Patents Per Wage Earner by Age in 2000

Age 40 : 2.50
Age 60 : 1.71
Decline: 32%
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Figure A15 Panel C: Highly Cited (Top 5%) Patents per Wage Earner by Age in 2000

Age 45 : 0.45
Age 65 : 0.31
Decline: 30%
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Figure A16: Mean Income vs. Citations
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Figure A17 Distribution of Firm Size for Inventors in 2000

70% of inventors work at firms 
with more than 100 employees

10% of inventors do 
not receive a W-2 
(e.g. self-employed)

Efficiency Loss From Top Tax Rates is SmallFigure A18: Relative falls in innovation from different levels of Top Taxes

Notes: These are the relative falls in the fraction of inventors (same as efficiency losses) from changing the rate of top income taxes (x-axis) for
three different levels of risk-aversion: the parameter δ in the Constant Relative Risk Aversion (CRRA) utility function, u(c) = c1-δ/(1- δ) where
c = consumption. The graphs show that for plausible levels of risk aversion, the welfare losses from increasing top rates of tax are not large.
The details of the model and simulation are in Appendix B.
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Efficiency Loss Decreaseshold Figure A19:
Relative falls in innovation from Introducing an Additional Top Tax Threshold

Notes: These are the efficiency losses from introducing a new “millionaires’ tax” of 60%. We consider different thresholds from the current
level of the existing threshold at $439,000 at the far left of the x-axis to $30million on the far right. The details of the model and simulation 
are in Appendix B.

Figure A20: Changes in innovation elasticity with respect to top taxes as the 
Skewness of  wage returns to innovation rises

Notes: This graph illustrates how the elasticity of the fraction of people entering the R&D sector changes with marginal top tax rates. The graph
shows that as we increase the skewness of the returns to innovation the marginal impact declines. CRRA δ = 1.5 ;skewness = α/ (α -1) where α is 
The Pareto tail parameter. Details in Appendix B.
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